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Miquel Esplà-Gomis (Universitat d’Alacant)

Gema Ramı́rez-Sánchez (Prompsit)

Peter Rupnik, Taja Kuzman, Nikola Ljubešić (JSI)
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Abstract

This report provides a description of the evaluation process carried out to assess the usefulness of the first data release
of the MaCoCu project. This data release contains monolingual data for Maltese, Croatian, Icelandic, Macedonian,
Turkish, Slovene and Bulgarian, and parallel data for the same languages aligned with English. The corpora have been
evaluated in a number of natural-language-processing tasks in order to compare them to the performance obtained with
other state-of-the-art corpora and pretrained models. The results obtained confirm the usefulness of the corpora released
both in a monolingual and a bilingual context of use in a number of ways: (1) training on monolingual MaCoCu data
clearly improves performance of pretrained language models across a variety of tasks and languages; (2) adding parallel
MaCoCu data to a baseline neural machine translation model improves performance for all evaluated languages and (3) a
human evaluation confirms the findings of (2) in that professional translators generally prefer translations produced by a
partially MaCoCu-trained model over a non-MaCoCu baseline.

https://macocu.eu
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1 Executive summary

1.1 Introduction

This deliverable, submitted as Milestone 7: Evaluation of data release 1, corresponds to the verification means for Activity
7: Evaluation for the first year of the project. The main goal of Activity 7 is to evaluate the usefulness of the data produced
through Activities 5: Curation of bilingual data, and 6: Curation of monolingual data, to produce the corpora that were
released as part of the first data release of the project on April 30.
The report is divided into two main blocks: evaluation of monolingual data, and evaluation of parallel data. For parallel
data, the evaluation carried out focuses mostly on the task of machine translation, and covers two scenarios: automatic
evaluation and human evaluation of the resulting translation systems. For automatic evaluation, state-of-the-art mod-
els were trained combining different corpora, including or not the MaCoCu corpora released; then, these models were
automatically evaluated on available test sets from the Flores data set [1], using automatic evaluation metrics such as
COMET [2] and BLEU [3]. For human evaluation, a team of translators was asked to rank the translations produced by
models trained with and without the MaCoCu corpora.
In the case of monolingual corpora, the data were used to train large general-purpose language models, in the same format
as the popular models BERT [4] and RoBERTa [5]. These were then applied to several natural-language-processing tasks,
such as part-of-speech tagging, named-entity recognition and plausible alternative classification.

1.2 Brief summary of the MaCoCu action

The objective of MaCoCu is to gather, clean and enrich monolingual and parallel corpora for several European languages
with scarce resources. This will be achieved by crawling, cleaning and adding extra info to data in multiple languages.
Four European partners from academia and industry, all highly specialised, take part in this action. All of them play a
crucial role in the development of the objectives of the action.
The four partners are:

• University of Alacant (UA): responsible for code and project management.
• Jožef Stefan Institute (JSI): responsible for data crawling and monolingual curation and enrichment.
• Rijksuniversiteit Groningen (RUG): responsible for DSI-specific content enrichment and evaluation.
• Prompsit Language Engineering, SL (Prompsit): responsible for bilingual data curation and dissemination and

outreach.
Partners RUG, JSI and Prompsit were involved in Activity 7, on which this report is focused.
This report covers the first batch of languages in the project, which includes: Bulgarian, Icelandic, Macedonian, Maltese,
Croatian, Slovene and Turkish.
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2 Evaluation of monolingual corpora

2.1 Automatic evaluation of monolingual corpora

This section focuses on the evaluation of the monolingual corpora that were part of the first MaCoCu release. We evaluate
the corpora by training general purpose language models (LMs). Pre-trained LMs are state-of-the-art in virtually all NLP
tasks, and we see the opportunity to build better such LMs than currently exist for some of MaCoCu’s languages. These
thus could be expected to be adopted by the NLP community. Similar models for, among others, Dutch [6] and French [7]
are currently very popular in the community.
We train such pretrained LMs for five languages: Bulgarian/Macedonian, Icelandic, Maltese and Turkish. We train a
single model for Bulgarian/Macedonian, as we expect such approach to be beneficial since these two languages are rather
similar. We plan to take a similar approach for Croatian and Serbian, hence why we do not train a single model for
Croatian now, but wait until we have crawled Serbian data as well in the second release. We want to pay special attention
to the training of Slovene systems, as we have native speakers of this language available in the consortium, allowing us
to do a more in-depth study and evaluation. This takes some more time, meaning these results will come available in
the following months. All code and models will be made publicly available.1 Data sizes are shown in Table 2.1 for the
MaCoCu data and other models we trained.

Language Corpora Gigabytes Tokens

Bulgarian MaCoCu 37 3,520,616,987
Icelandic MaCoCu 4.4 687,996,096
Macedonian MaCoCu 5.6 535,603,384
Maltese MaCoCu 2.6 352,833,608

MaCoCu, Oscar, mC4 (clean) 1.1 146,485,728
MaCoCu, Oscar, mC4 (all) 3.2 439,481,778

Turkish MaCoCu 35 4,388,022,947

BERTovski (bg, mk) MaCoCu, Oscar, mC4 74 7,026,841,189

Table 2.1: Data set sizes (bytes and tokens) for the MaCoCu monolingual release and all trained LMs.

Generally speaking, neural language models simply take a long time to train. Since only a month has passed since the
first data release, a number of our models are still training. We plan to update the report periodically to present the new
results of these models. The trained LMs are evaluated by fine-tuning them on downstream tasks. We use the same tasks
across all five languages: Universal (UPOS) and language-specific (XPOS) part-of-speech tagging [8, 9, 10, 11], and
Named Entity Recognition (NER). For Bulgarian, Macedonian and Turkish, we also evaluate on the Choice of Plausible
Alternatives (COPA) task2, which is a rather complex benchmark for causal reasoning. For UPOS/XPOS we use data
from the Universal Dependencies project3, while for NER we use the Wikiann data set [12]. There are two exceptions:
for Macedonian POS-tagging we use the data sets of babushka-bench4, while for Icelandic NER we use the MIM-GOLD-
NER set [13]. The COPA data set was originally created for just English [14], so we translated it to Macedonian with
help of a native speaker, while for Turkish the test set of COPA is available via the XCOPA data set [15]. We translated
the Turkish training set and the Bulgarian training and test sets with Google Translate. In future work, we plan to perform
full human translation of all the data sets with help of a professional translator.

2.1.1 Bulgarian/Macedonian

For Bulgarian and Macedonian, there was no high-quality monolingual model available yet. Likely, this makes it very
useful that we train such a model from scratch. Therefore, we do not train on just the MaCoCu data. To create a model

1https://github.com/macocu/LanguageModels/
2https://people.ict.usc.edu/˜gordon/copa.html
3https://universaldependencies.org/
4https://github.com/clarinsi/babushka-bench/
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2. Evaluation of monolingual corpora 2.1. Automatic evaluation of monolingual corpora

RoBERTa Training
Setting Value Setting Value

LM-type RoBERTa Device TPU
Architecture RobertaForMaskedLM Number of TPU cores 8
Masking whole word Max sequence length 512
Attention heads 12 Batch size 32
Hidden layers 12 Grad. accumulation steps 8
Hidden size 768 Total steps 200,000
Intermediate size 3,072 Warmup steps 10,000
Hidden activation gelu Peak learning rate 5e-4
Hidden dropout 0.1 Pad to max length True
Layer norm eps 1e-5 Random seed 2810
Vocab size 32,000

Table 2.2: Specific settings for training the BERTovski model from scratch. Other settings are left at their default value.

Bulgarian Macedonian

UPOS XPOS NER COPA UPOS XPOS NER COPA
Model Dev Test Dev Test Dev Test Test Dev Test Dev Test Dev Test Test

XLM-R (baseline) 99.0 99.4 97.6 98.1 93.6 93.3 54.7 98.1 98.5 97.8 97.4 93.0 94.8 54.0

BERTovski (50k) 98.5 98.7 97.2 97.4 92.6 92.6 — 97.7 97.7 96.5 96.1 92.9 93.1 —
BERTovski (100k) 98.5 98.6 97.2 97.6 93.2 93.0 — 98.0 97.9 96.7 96.2 92.3 93.7 —
BERTovski (150k) 98.8 98.9 97.4 97.8 93.2 93.2 — 97.6 98.0 96.5 96.3 92.1 94.6 —
BERTovski (200k) 98.8 99.0 97.5 97.8 93.3 93.3 51.0 97.8 98.2 96.5 96.2 93.0 94.5 50.5

XLM-R + BERTovski (20k) 99.3 99.4 98.3 98.6 94.2 94.0 52.3 98.6 98.7 98.1 97.8 94.1 95.6 53.1

Table 2.3: Results for Bulgarian and Macedonian on the UPOS, XPOS, NER and COPA data sets.

that is most useful to the community, we also train on all Bulgarian and Macedonian data present in the Oscar [16]
and mC4 [17] corpora. We train a RoBERTa-base model [5] from scratch, implemented in the Transformers library of
HuggingFace [18]. We train our own vocabulary of 32,000 tokens5, with a peak learning rate of 5e-4 and a batch size of
2,048.6 Specific training settings are shown in Table 2.2. During training, we simply double the amount of Macedonian
data to have a more balanced data division between the two languages. The final model, which we dubbed BERTovski,
was trained for 200,000 steps or around 20 epochs, which took slightly over 2 weeks on a single v3 TPU.

Secondly, we train a model on the same data, but instead of training from scratch, we start from the large variant of
multi-lingual XLM-Roberta (XLM-R, [19]). XLM-R is a state-of-the-art multi-lingual pretrained language model that is
trained on 100 languages, including Bulgarian and Macedonian. The idea is that we start training from a model that has
general knowledge about a lot of languages, which we then fine-tune on just our target language, in this case Bulgarian
and Macedonian. This is likely a more efficient method of incorporating the language-specific data. We will apply this
method also on Maltese, Turkish and Icelandic. For the continued XLM-R model, we keep the XLM-R-specific vocab
of 250,000 pieces. We use a smaller learning rate (1e-4) and batch size (1,024), which is common practice when starting
from an already trained model.

The results for Bulgarian and Macedonian are shown in Table 2.3. We observe that XLM-R (large) is a hard baseline to
beat: it outperforms the models trained from scratch (BERTovski) for both Bulgarian and Macedonian. However, we do
see that the scores for BERTovski (slightly) increase over time, which is promising. So far, the model is only trained on
200,000 steps, but we plan to train it for at least 500,000 steps. At that point, it might have caught up with XLM-R.

However, the good thing is that we already have a method to improve on XLM-R: if we continue training on its final
checkpoint, we have improved performance on UPOS, XPOS and NER after only 20k steps, for both Bulgarian and
Macedonian. On the COPA data set, we unfortunately do not see this improvement in performance. This is probably due
to a deep semantic nature of the task (causal reasoning), which likely requires a much longer training of the language

5For training of the vocabulary we used an equal amount of Bulgarian and Macedonian data.
6Each of the 8 TPU cores has a batch size of 32 with 8 gradient accumulation steps, giving us an actual batch size of 2,048.
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2. Evaluation of monolingual corpora 2.1. Automatic evaluation of monolingual corpora

model. We will continue working on the problem for the second release.

Note that for continuing training from XLM-R, 20k steps is just a single epoch over the data. We look at these results
as a proof-of-concept and expect more improvements once we train the models for longer. The XLM-R model is quite
a bit larger than the RoBERTa-type models we train from scratch. This compared with the lower batch size resulted in
a model that was about 4 times as slow to take a step, meaning 20k steps took 6 days on a v3 TPU. Now that we know
this method works, we will experiment with different settings in order to best exploit the language-specific data. One
promising method is to train a new vocabulary, instead of sticking with the large XLM-R vocab of 250,000 pieces.

2.1.2 Maltese

Similar as for Bulgarian and Macedonian, Maltese did not have high quality monolingual model already available. There-
fore, we again train RoBERTa-type models from scratch on the Maltese data from the Oscar, mC4 and MaCoCu corpora.
Since there is fewer data available for Maltese, the model does not have to be trained as long, allowing us to experiment a
bit with the settings of the training process. In fact, we train three different systems:

• MaltBERT-clean: trained on data that is less likely to be machine-translated7

• MaltBERT-all: trained on all data that is classified as Maltese in the corpora, even if we suspect some of it to be
machine translated

• MaltBERT-all-small: similar to MaltBERT-all, but with a smaller batch size and learning rate

We also trained a larger version of MaltBERT-all and MaltBERT-clean, but the training process failed after a few hours,
with a loss that started increasing instead of decreasing. As there is fewer data available, we use a slightly smaller batch
size (1,024) and learning rate (1e-4) than we did for the BERTovski models, but other settings are the same as in Table 2.2.
The results are shown in Table 2.4. Interestingly, the model trained on the “clean” data is actually outperformed by the
model on all data. Perhaps future work could look into training a model on even more data, by automatically translating
an original English corpus into Maltese. It is also fascinating that XLM-R performs quite well on the Maltese tasks, while
this language was not part of XLM-R’s 100 languages. In other words, XLM-R never saw Maltese before the fine-tuning
process, but can still do POS-tagging with around 95% accuracy. Once we continue training XLM-R on the Maltese data,
we see clear improvements over just the XLM-R baseline, even after just 20k steps. Training for longer does not seem to
be beneficial, as the model trained for 50k steps has similar performance.

UPOS XPOS
Model Dev Test Dev Test

XLM-R (baseline) 95.1 94.5 95.3 95.0

MaltBERT-clean 94.7 94.9 95.4 95.2
MaltBERT-all 95.4 95.5 95.6 95.9
MaltBERT-all-small 94.3 94.0 94.1 94.1

XLM-R + MaltBERT (all, 20k) 97.7 98.2 97.9 98.3
XLM-R + MaltBERT (all, 50k) 97.9 98.0 97.8 98.2

Table 2.4: Results for Maltese on the UPOS and XPOS data sets.

2.1.3 Icelandic

For Icelandic, we do not train a monolingual model from scratch, as there already exists a high quality monolingual LM
for this language: IceBERT [20]. We consider it a waste of resources to train a similar model from scratch. We only
continue training XLM-R again for 30k steps in a similar fashion as we did for the previous languages. The difference
here is that we train on just the MaCoCu data, instead of on all Icelandic data available, so we can judge the impact of the
MaCoCu data in a more controlled fashion. We can draw the conclusion that continuing training on just MaCoCu data
is clearly beneficial: we improve performance over both the XLM-R and IceBERT baselines for all three tasks. In the
future, we would like to examine performance when we continue training from IceBERT instead of XLM-R.

7We do this by excluding data from mt.{url}.com domains from the full data set, as in our experience, such domains often contain automatically
translated data.
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2. Evaluation of monolingual corpora 2.1. Automatic evaluation of monolingual corpora

UPOS XPOS NER
Model Dev Test Dev Test Dev Test

XLM-R (baseline) 97.4 96.7 95.0 94.7 86.0 89.2
IceBERT (baseline) 96.4 95.9 93.9 93.6 85.3 89.6

XLM-R + MaCoCu (30k) 97.4 97.2 95.5 95.3 88.7 92.3

Table 2.5: Results for Icelandic on the UPOS, XPOS and NER data sets.

2.1.4 Turkish

For Turkish, we follow a similar process as for Icelandic, as there also exists a high quality monolingual LM for Turkish
already: BERTurk [21]. We also continue training XLM-R for 30k steps on the monolingual Turkish MaCoCu data from
the first release. The results are a bit less clear than before, since there is no clear improvement for the POS-tagging
tasks. However, for NER we clearly improve over both the XLM-R and BERTurk baselines. We also show performance
for models fine-tuned on the machine-translated COPA training data into Turkish. However, COPA does have a human
translated test set [22], allowing us to compare performance on two test sets – the machine-translated (MT) and the
human-translated (HT) one. First, we actually do see improved performance when we continue training from XLM-R,
for both the HT and the MT versions. Second, we see improved performance for all models on the human translated test
set. Even if the model was still only trained on translations, it helps to see higher quality text during evaluation. This is
promising, since we plan to have the COPA sets for the other languages translated by professional translators.

UPOS XPOS NER COPA
Model Dev Test Dev Test Dev Test Test (MT) Test (HT)

XLM-R (baseline) 89.1 89.4 90.7 90.6 93.3 93.5 54.4 54.8
BERTurk (baseline) 88.1 88.3 89.7 89.4 93.3 93.2 53.6 54.2

XLM-R + MaCoCu (30k) 89.5 89.4 90.7 90.5 94.2 94.2 55.4 56.0

Table 2.6: Results for Turkish on the UPOS, XPOS, NER and COPA data sets. The COPA test sets are either machine
translated (MT) or human translated (HT).
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3 Evaluation of bilingual corpora

We evaluate the quality of the bilingual corpora in two ways: (i) automatically, by training neural machine translation
(NMT) systems with and without MaCoCu’s parallel data and (ii) manually, by having professional translators judge if
the translations of the NMT system that includes MaCoCu’s data are of higher quality data than those produced by the
baseline NMT system, which does not include MaCoCu’s data. These two evaluation methods are described below.

3.1 Automatic evaluation of bilingual corpora

We build MT systems from English into six languages targeted in MaCoCu’s first release. Our main aim is to show that
we can achieve higher performance by also training an MT system on the data of the first release of MaCoCu. For each
of the languages, we train a strong baseline system that is trained on large parallel data sets that were already available.1

We then compare its performance to a system with the exact same architecture that is trained on the same data plus the
parallel data of MaCoCu’s first release. We hypothesise that the latter achieves better performance.

The MT system we use is a Transformer [23] model implemented in Marian [24], with settings previously used in the
ParaCrawl [25] evaluation of parallel corpora. We train a Transformer-base model with 6 layers for the encoder and
decoder and 8 attention heads, with a hidden size of 2,048. For each language, we train a vocab of 32,000 pieces through
byte-pair encoding [26, 27]. We truncate the input to a maximum of 200 of such pieces. During training, we automatically
use a batch size that fits into our memory (32GB on a GPU). We use a learning rate of 0.0003, with a warm-up of 16,000
steps. During training, we apply label smoothing with a value of 0.1. Training is stopped using early stopping, calculated
with BLEU after each epoch, with a patience of three. We use the same settings in all our experiments.

To evaluate performance, we use the following well-established MT metrics: COMET [2], BLEU [3], CHRF [28], BERT-
score [29] and BLEURT [30]. For brevity, we only show performance of the traditionally most important metric in MT
(BLEU), as well as the current best performing metric (COMET).

We train the baseline systems for each language on the CommonCrawl [31], ParaCrawl [25] and Tilde [32] data sets.
Since there can be overlap between the corpora, we deduplicate the final training sets based on the source sentences. Data
set statistics are shown in Table 3.1. Note that due to the deduplication, the columns Baseline size and MaCoCu size do
not sum to Total size.

Language Baseline corpora Baseline size MaCoCu size Total size

Bulgarian ParaCrawl, CommonCrawl 14,424,709 2,326,861 16,245,592
Croatian ParaCrawl, CommonCrawl, Tilde 5,106,096 2,114,409 7,029,981
Icelandic ParaCrawl, CommonCrawl, Tilde 3,281,592 349,246 3,537,840
Maltese ParaCrawl, Tilde 2,291,030 1,056,735 3,175,333
Slovene ParaCrawl, CommonCrawl, Tilde 10,870,935 2,337,395 12,741,147
Turkish ParaCrawl 4,927,668 4,709,457 9,575,968

Table 3.1: Data set sizes (sentence pairs) for the baseline corpora and the MaCoCu corpora per language.

We evaluate performance on the data sets Flores (devtest, [1]), TED [33], WikiMatrix [34], WMT [35, 36, 37] and
QED [38]. Again, we only show the performance on Flores for brevity, but scores on all data sets are available upon
request. Generally, relative performance across data sets was very similar. Our main results are shown in Table 3.2. We
clearly improve performance by using the new MaCoCu data on all languages, except for Turkish. Even for Icelandic, for
which we crawled relatively little data, we still find a considerable improvement in terms of the COMET score.

The score for Turkish is somewhat unexpected, since this is the language we actually crawled the most data for. The
crawled MaCoCu data for this language is either of lower quality, or does not fit the Flores domain. To determine which
is more likely, we evaluate on all evaluation sets for Turkish and show the results in Table 3.3. This paints a very different
picture, with the MaCoCu model clearly improving over the baseline in almost all evaluation sets. This tells us that

1Data selected from: https://opus.nlpl.eu/
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3. Evaluation of bilingual corpora 3.2. Human evaluation of bilingual corpora

perhaps the MaCoCu data is in quite a different domain than the Flores data (which is based on Wikipedia paragraphs),
but that the data is not of lower quality. Nevertheless, we will pay special attention to the Turkish crawling and cleaning
process in the next release.

Bulgarian Croatian Icelandic Maltese Slovene Turkish
CO BL CO BL CO BL BS BL CO BL CO BL

Baseline 79.2 41.0 80.6 29.6 47.0 23.5 80.7 37.6 77.0 29.8 81.3 28.2
Baseline + MaCoCu +0.9 +0.3 +0.5 +0.2 +2.4 +0.4 +1.0 +2.1 +0.3 +0.1 -1.2 +0.2

Table 3.2: Performance on Flores devtest for our two systems. CO, BL and BS are short for COMET, BLEU and
BERT-Score.

Flores WMT16 WMT17 WMT18 TED Wiki QED
CO BL CO BL CO BL BL BL CO BL CO BL CO BL

Baseline 81.3 28.2 72.6 20.3 77.3 21.4 74.0 18.9 62.9 17.1 61.1 22.8 51.1 14.0
Baseline + MaCoCu -1.2 +0.2 +2.3 +0.7 +0.4 +0.7 +2.2 +0.6 +1.6 -0.1 +1.0 +0.6 +0.8 -0.2

Table 3.3: Performance for our two Turkish systems on all evaluation sets. CO and BL are short for COMET and BLEU.

Generally speaking, the results are very promising: training on additional MaCoCu data improves performance across
languages, evaluation sets and evaluation metrics. We conclude that the crawled data is of high quality and adds value to
the MT research community. However, we are also interested in whether this crawled data is of higher quality than the data
crawled in ParaCrawl. To test this, we perform a controlled experiment in which we limit the ParaCrawl data to exactly
the same amount of sentences as the MaCoCu data.2 Icelandic and Turkish are not part of this evaluation, as the former
did not have enough data available to train a high quality model, while the latter was not part of ParaCrawl. The results
are shown in Table 3.4 and are a bit mixed. For Bulgarian and Croatian, the ParaCrawl has better performance, while for
Slovene it is actually the MaCoCu model. In any case, from this experiment we cannot conclude that the MaCoCu data is
of higher quality than ParaCrawl.

Bulgarian Croatian Maltese Slovene
CO BL CO BL BS BL CO BL

ParaCrawl 68.4 35.5 72.9 26.8 80.4 35.4 67.2 26.4
MaCoCu -2.9 -1.4 -1.4 -0.5 +0.3 0.4 +2.9 +0.2

Table 3.4: Performance on Flores devtest for systems either trained on just MaCoCu data or just on ParaCrawl data. The
ParaCrawl data is limited to be the exact same size as the MaCoCu data (in sentences). CO, BL and BS are short for

COMET, BLEU and BERT-Score.

3.2 Human evaluation of bilingual corpora

We perform a human evaluation of the performance of our two systems as described in Section 3.1: the best (baseline)
model without MaCoCu and the best model with MaCoCu data added. The aim is to check whether the increased perfor-
mance of the MaCoCu models (as shown in Table 3.2) is confirmed by professional translators.

Since we compare two systems per language, we set up a relative ranking task for each language. We randomly selected
a subset of the Flores data set of 301 sentences, which all had the same English source sentence for each of our target
languages. Annotators are given the source sentence plus the two outputs of our two MT systems (not knowing which is
which) and have to determine whether they prefer the first translation, the second translation, or if there is no difference
in quality. We hired 3 annotators per language, for a total of 18 annotators, through the Translated company. They were
all selected among professional translators with experience in MT evaluation.

2Limiting ParaCrawl to the same amount of bytes showed very similar results.
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3. Evaluation of bilingual corpora 3.2. Human evaluation of bilingual corpora

Annotations were performed using the KEOPS online tool,3 which implements, among other tasks, relative ranking. In
the annotation screen we show only the source sentence, information about document boundaries and the two MT outputs
that annotators are asked to rank. Besides the raw annotations, KEOPS computes time spent on each instance and on the
whole task on average and outputs a chart with final results once the task is completed. We provide some screenshots of
the annotation screen and task recap upon completion in Figures 3.1 and 3.2 below.

Figure 3.1: Annotation screen in KEOPS for the relative ranking of English to Turkish MT outputs from human
evaluators.

The main result of the annotation process is shown in the top half of Table 3.5. We find that, for each language, annotators
more often prefer the model with MaCoCu data (third row with results) over the model without MaCoCu data (top row
with results). This even includes Turkish, for which the automatic metrics showed more of a mixed result (Table 3.3).

bg hr is mt sl tr

Without MaCoCu preferred (%) 9.2 25.7 22.9 26.1 37.4 36.2
Same quality (%) 79.8 43.9 49.5 36.2 22.9 22.3
With MaCoCu preferred (%) 11.0 30.5 27.6 37.7 39.6 41.5

Exact same translation (%) 55.5 14.0 5.6 9.0 17.3 6.6
Average time per instance (seconds) 37.6 44.6 53.2 38.1 33.2 83.1

Hard disagreements (%) 1.8 8.7 7.4 13.2 16.5 19.0
Inter-annotator agreement 0.30 0.35 0.18 0.34 0.60 0.39
P-value of significance test 0.641 0.162 0.183 0.001 0.549 0.126

Table 3.5: Preferences in percentages for the annotations of the subset of 301 sentences of the Flores devtest set. For
each language, the values are averaged over the three annotators. Inter-annotator agreement is calculated by Cohen’s

Kappa.

In the bottom half of Table 3.5 we show some more detailed results. For each language, we show the percentage of times
3https://keops.prompsit.com/
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3. Evaluation of bilingual corpora 3.3. Conclusion

Figure 3.2: Recap of the task for one of the English to Turkish MT outputs relative ranking annotations, with clear
preference for the MT system including MaCoCu data.

the two MT systems output the exact same sentence. We see that this was especially often the case for Bulgarian (55.5%),
which explains the high percentage of annotators indicating that the translations were of the same quality. The sixth row
of results shows the percentage of “hard disagreements” which we define as the number of time annotator A prefers the
output of system X, while annotator B prefers the output of system Y. In other words, if one of the annotators ranks the
translations the same, it is by definition not a hard disagreement. The percentages are averaged over the three pairs of
annotators per language. We observe that annotators do not have hard disagreements often: less than 20% of the time for
all languages.
The seventh row of Table 3.5 shows the inter-annotator agreement, as calculated by Cohen’s kappa. Annotators are
generally in agreement, though the score for Icelandic is on the lower side. In the eighth row of results, we show the
p-value of applying a binomial t-test on the concatenated annotations of the three translators per language. Even though
annotators preferred the MT system with MaCoCu data for all six languages, we only find a significant difference for
Maltese. For Croatian, Icelandic and Turkish we are perhaps approaching significance, while for Bulgarian and Slovene
we are further off. This is not surprising, as the latter two languages had by far the most parallel data already available
(14.4M and 10.9M sentences, see Table 3.1), which makes it harder to significantly improve its performance.

3.3 Conclusion

In this section we evaluated the parallel corpora in the first MaCoCu release. We showed that training on additional
MaCoCu data resulted in more accurate neural machine translation systems, as compared to non-MaCoCu baselines, when
looking at automatic evaluation metrics. This result held up across different languages, evaluation sets and evaluation
metrics. We then confirmed this result in a human evaluation study, in which professional translators also generally
preferred the translations of the MaCoCu-trained models over the non-MaCoCu baselines.

Milestone 7 10



Bibliography

[1] N. Goyal, C. Gao, V. Chaudhary, P.-J. Chen, G. Wenzek, D. Ju, S. Krishnan, M. Ranzato, F. Guzmán,
and A. Fan, “The Flores-101 Evaluation Benchmark for Low-Resource and Multilingual Machine Translation,”
Transactions of the Association for Computational Linguistics, vol. 10, pp. 522–538, 05 2022. [Online]. Available:
https://doi.org/10.1162/tacl a 00474

[2] R. Rei, C. Stewart, A. C. Farinha, and A. Lavie, “COMET: A neural framework for mt evaluation,” in Proceedings
of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), 2020, pp. 2685–2702.

[3] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, “BLEU: a method for automatic evaluation of machine translation,”
in Proceedings of the 40th annual meeting of the Association for Computational Linguistics, 2002, pp. 311–318.

[4] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-training of deep bidirectional transformers
for language understanding,” in Proceedings of the 2019 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers).
Minneapolis, Minnesota: Association for Computational Linguistics, Jun. 2019, pp. 4171–4186. [Online].
Available: https://aclanthology.org/N19-1423

[5] Y. Liu, M. Ott, N. Goyal, J. Du, M. Joshi, D. Chen, O. Levy, M. Lewis, L. Zettlemoyer, and V. Stoyanov, “Roberta:
A robustly optimized bert pretraining approach,” arXiv preprint arXiv:1907.11692, 2019.

[6] W. de Vries, A. van Cranenburgh, A. Bisazza, T. Caselli, G. van Noord, and M. Nissim, “Bertje: A dutch bert
model,” arXiv preprint arXiv:1912.09582, 2019.
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