
�� Conclusions
Our experiments over 5 corpora of document 
collections reveal a modest improvement by using 
TTA for binarization. 



The improvement is greater as the amount of 
annotated data is reduced, thereby making this 
technique an interesting solution to be further 
studied.

Scenario Best combination policy

Limited Data max-policy  vote50&

Sufficient Data vote100

�� Future Work
� Combination of TTA with meta-learning technique�
� Few-shot-based architectures blended with TTA to 

improve binarization qualit�
� Explore further augmentation transformations
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�� Results

Concerning the data augmentation techniques utilized for training the augmented 
models as well as the ones applied for TTA, they were randomly applied in the form 
that several transformations could be used to the selected patch.
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�� Experimental Setup
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The image to be binarized is disturbed following data augmentation strategies. Each 
augmented version is independently binarized and then the results are aggregated to 
give a more robust result.

Applied geometrical transformations must be reversed before combination 

 Vote Counts the number of cases in which a pixel was predicted as ink, 
then final prediction is based on the percentage of ink votations 
exceding certain percentage.
vote50 (50%) vote75 (75%) vote100 (100%)

Average Computes the average confidence between all the 
confidences, then a threshold is applied to determine the 
class.

Maximum Takes the maximum confidence value for each pixel and 
then, the resulting probabilistic map is processed by a 
threshold.
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�� Methodology

This research probes the efficacy of Test-Time Augmentation (TTA) for improving 
document binarization in data-scarce scenarios within the realm of digital 
transcription.

The study highlights TTA's potential to enhance performance, especially in data-
limited situations, but indicates the need for further refinement of TTA strategies for 
complex tasks.

�� Introduction

Test-Time Augmentation for 
Document Image Binarization
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