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Resumen: Este articulo revisa el empleo de un método no supervisado para la
obtención de desambiguadores léxicos categoriales para su empleo dentro del ingenio
de traducción automática (TA) de código abierto Apertium. El método emplea
el resto de módulos del sistema de TA y un modelo de la lengua destino de la
traducción para la obtención de desambiguadores léxicos categoriales que después
se usan dentro de la plataforma de TA Apertium para traducir. Los experimentos
realizados con el par de lenguas occitano–catalán (un caso de estudio para pares
de lenguas minorizadas con pocos recursos) muestran que la cantidad de corpus
necesario para el entrenamiento es reducida comparado con los tamaños de corpus
habitualmente usados con otros métodos de entrenamiento no supervisado como el
algoritmo de Baum y Welch. Esto hace que el método sea especialmente apropiado
para la obtención de desambiguadores léxicos categoriales para su empleo en TA
entre pares de lenguas minorizadas. Además, la calidad de traducción del sistema
de TA que utiliza el desambiguador léxico categorial resultante es comparativamente
mejor.
Palabras clave: traducción automática, lenguas minorizadas, desambiguación
léxica categorial, modelos ocultos de Markov

Abstract: In this paper we review an unsupervised method that can be used to
train the hidden-Markov-model-based part-of-speech taggers used within the open-
source shallow-transfer machine translation (MT) engine Apertium. This method
uses the remaining modules of the MT engine and a target language model to ob-
tain part-of-speech taggers that are then used within the Apertium MT engine in
order to produce translations. The experimental results on the Occitan–Catalan
language pair (a case study of a less-resourced language pair) show that the amount
of corpora needed by this training method is small compared with the usual corpus
sizes needed by the standard (unsupervised) Baum-Welch algorithm. This makes
the method appropriate to train part-of-speech taggers to be used in MT for less-
resourced language pairs. Moreover, the translation performance of the MT system
embedding the resulting part-of-speech tagger is comparatively better.
Keywords: machine translation, less-resourced languages, part-of-speech tagging,
hidden Markov models

1 Introduction

The growing availability of machine-readable
(monolingual and parallel) corpora has given
rise to the development of real applica-
tions such as corpus-based machine transla-
tion (MT). However, when MT involves less-
resourced language pairs, such as Occitan–
Catalan (see below), the amount of mono-

lingual or parallel corpora, if available, is
not enough to build a general-purpose open-
domain MT system (Forcada, 2006). In these
cases the only realistic approach to attain
high performance in general translation is to
follow a rule-based approach, but at the ex-
pense of the large costs needed for building
the necessary linguistic resources (Arnold,
2003).



In this paper we focus on the training
of the hidden Markov model (HMM)-based
part-of-speech taggers used by a particu-
lar open-source Occitan–Catalan MT sys-
tem (Armentano-Oller and Forcada, 2006),
that has been built using Apertium, an open-
source platform for building MT systems (see
section 2). Occitan–Catalan is an interest-
ing example of a less-resourced language pair.
HMMs are a common statistical approach to
part-of-speech tagging, but they usually de-
mand large corpora, which are seldom avail-
able for less-resourced languages.

Catalan is a Romance language spoken
by around 6 million people, mainly in Spain
(where it is co-official in some regions), but
also in Andorra (where it is the official lan-
guage), in parts of Southern France and in
the Sardinian city of l’Alguer (Alghero).

Occitan, also known as lenga d’òc or
langue d’oc, is also a Romance language, but
with a reduced community of native speak-
ers. It is reported to have about one million
speakers, mainly in Southern France, but also
in some valleys of Italy and in the Val d’Aran,
a small valley of the Pyrenees of Catalonia,
inside the territory of Spain. This last vari-
ety is called Aranese; all of the experiments
reported here have been performed with the
Aranese variety of Occitan.

Although Occitan was one of the main lit-
erary languages in Medieval Europe, nowa-
days it is legally recognized only in the Val
d’Aran, where it has a limited status of
cooficiality. In addition, Occitan dialects
have strong differences, and its standardiza-
tion as a single language still faces a num-
ber of open issues. Furthermore, the lack
of general-purpose machine-readable texts re-
stricts the design and construction of natural-
language processing applications such as
part-of-speech taggers. The Apertium-based
Occitan–Catalan MT system (Armentano-
Oller and Forcada, 2006) mentioned along
this paper has been built to translate into
the Occitan variety spoken in the Val d’Aran,
called Aranese, which is a sub-dialect of Gas-
con (one of the main dialects of Occitan).

When part-of-speech tagging is viewed as
an intermediate task for the translation pro-
cess the use in a unsupervised manner of
target-language (TL) information, in addi-
tion to the source language (SL), has been
shown to give better results than the stan-
dard (also unsupervised) Baum-Welch algo-

rithm (Sánchez-Mart́ınez, Pérez-Ortiz, and
Forcada, 2004b). Moreover, as the experi-
mental results show, the amount of source
language text is small compared with corpus
sizes needed by the standard Baum-Welch
algorithm. Because of this, it may be said
that this training method is specially suited
to train part-of-speech taggers to be embed-
ded in MT systems involving less-resourced
language pairs.

Carbonell et al. (2006) proposed a new
MT framework in which a large full-form
bilingual dictionary and a huge TL corpus
is used to carry out the translation; neither
parallel corpora nor transfer rules are needed.
The idea behind Carbonell’s paper and that
of the method we present here share the same
principle: if the goal is to get good transla-
tions into TL, let TL decides whether a given
“construction” in the TL is good or not. In
contrast, Carbonell’s method uses TL infor-
mation at translation time, while ours uses
only TL information when training one mod-
ule that is then used to carry out the trans-
lation; therefore, no TL information is used
by our method at translation time.

The rest of the paper is organized as fol-
lows: section 2 overviews the open-source
platform for building MT systems Apertium;
next, in section 3 the TL-driven training
method used to train the Occitan part-of-
speech tagger is introduced; section 4 shows
the experiments and the results achieved; fi-
nally in section 5 we discuss the method and
the results achieved.

2 Overview of Apertium

Apertium1 (Armentano-Oller et al., 2006;
Corb́ı-Bellot et al., 2005) is an open-source
platform for developing MT systems, initially
intended for related language pairs. The
Apertium MT engine follows a shallow trans-
fer approach and may be seen as an assembly
line consisting of the following modules (see
figure 1):

• A de-formatter which separates the text
to be translated from the format infor-
mation (RTF and HTML tags, whites-
pace, etc.). Format information is en-
capsulated so that the rest of the mod-
ules treat it as blanks between words.

1The MT engine, documentation, and linguistic
data for different language pairs can be downloaded
from http://apertium.sf.net.
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Figure 1: Modules of the Apertium shallow-
transfer MT platform (see section 2).

• A morphological analyzer which tok-
enizes the SL text in surface forms and
delivers, for each surface form, one or
more lexical forms consisting of lemma,
lexical category and morphological in-
flection information.

• A part-of-speech tagger which chooses,
using a first-order hidden Markov model
(HMM) (Cutting et al., 1992), one of the
lexical forms corresponding to an am-
biguous surface form. This is the module
whose training is discussed in section 3.

• A lexical transfer module which reads
each SL lexical form and delivers the cor-
responding TL lexical form by looking it
up in a bilingual dictionary.

• A structural shallow transfer module
(parallel to the lexical transfer) which
uses a finite-state chunker to detect pat-
terns of lexical forms which need to be
processed for word reorderings, agree-
ment, etc., and then performs these op-
erations.2

• A morphological generator which deliv-
ers a TL surface form for each TL lexical
form, by suitably inflecting it.

• A post-generator which performs or-
thographic operations such as con-
tractions (e.g. Spanish del=de+el)

2This describes Apertium Level 1, used for the ex-
periments in this paper; in Apertium Level 2, cur-
rently being used for less-related pairs, a three-stage
structural transfer is used to perform inter-chunk op-
erations.

and apostrophations (e.g. Catalan
l’institut=el+institut).

• A re-formatter which restores the for-
mat information encapsulated by the de-
formatter into the translated text.

Modules use text to communicate, which
makes it much easier to diagnose or modify
the behavior of the system.

2.1 Linguistic data and compilers

The Apertium MT engine is completely in-
dependent from the linguistic data used for
translating between a particular pair of lan-
guages.

Linguistic data is coded using XML-based
formats;3 this allows for interoperability, and
for easy data transformation and mainte-
nance. In particular, files coding linguis-
tic data can be automatically generated by
third-party tools.

Apertium provides compilers to convert
the linguistic data into the corresponding ef-
ficient form used by each module of the en-
gine. Two main compilers are used: one for
the four lexical processing modules (morpho-
logical analyzer, lexical transfer, morpholog-
ical generator, and post-generator) and an-
other one for the structural transfer. The
first one generates finite-state letter trans-
ducers (Garrido-Alenda, Forcada, and Car-
rasco, 2002) which efficiently code the lexi-
cal data; the last one uses finite-state ma-
chines to speed up pattern matching. The
use of such efficient compiled data formats
makes the engine capable of translating tens
of thousands of words per second in a current
desktop computer.

3 Target-language-driven
part-of-speech tagger training

This section overviews the TL-driven train-
ing method that has been used to un-
supervisedly train the HMM-based Occi-
tan part-of-speech tagger used within the
Apertium-based Occitan–Catalan MT sys-
tem (Armentano-Oller et al., 2006). For a
deeper description we refer the reader to pa-
pers by Sánchez-Mart́ınez et al. (Sánchez-
Mart́ınez, Pérez-Ortiz, and Forcada, 2004b;

3The XML formats (http://www.w3.org/XML/)
for each type of linguistic data are defined through
conveniently-designed XML document-type defini-
tions (DTDs) which may be found inside the
apertium package.



Sánchez-Mart́ınez, Pérez-Ortiz, and Forcada,
2004a; Sánchez-Mart́ınez, Pérez-Ortiz, and
Forcada, 2006).

Typically, the training of general pur-
pose HMM-based part-of-speech taggers is
done using the maximum-likelihood estimate
(MLE) method (Gale and Church, 1990)
when tagged corpora4 are available (super-
vised method), or using the Baum-Welch
algorithm (Cutting et al., 1992; Baum,
1972) with untagged corpora5 (unsupervised
method). However, if the part-of-speech tag-
ger is to be embedded as a module in a MT
system, as is the case, HMM training can
be done in an unsupervised manner by using
some modules of the MT system and infor-
mation from both SL and TL.

The main idea behind the use of TL in-
formation is that the correct disambiguation
(tag assignment) of a given SL segment will
produce a more likely TL translation than
any (or most) of the remaining wrong disam-
biguations. In order to apply this method
these steps are followed:

• first the SL text is split into adequate
segments (so that they are small and in-
dependently translated by the rest of the
MT engine); then,

• all possible disambiguations for each
text segment are generated and trans-
lated into the TL; after that,

• a statistical TL model is used to com-
pute the likelihood of the translation of
each disambiguation; and,

• these likelihoods are used to adjust the
parameters of the SL HMM: the higher
the likelihood, the higher the probability
of the original SL tag sequence in the
HMM being trained.

The way this training method works can
be illustrated with the following example.
Suppose that we are training an English PoS
tagger to be used within a rule-based MT sys-
tem translating from English to Spanish, and
that we have the following segment in En-
glish, s =“He books the room”. The first step

4In a tagged corpus each occurrence of each word
(ambiguous or not) has been assigned the correct
part-of-speech tag.

5In an untagged corpus all words are assigned (us-
ing, for instance, a morphological analyzer) the set of
all possible part-of-speech tags independently of con-
text without choosing one of them.

is to use a morphological analyzer to obtain
the set of all possible part-of-speech tags for
each word. Suppose that the morphological
analysis of the previous segment according to
the lexicon is: He (pronoun), books (verb or
noun), the (article), and room (verb or noun).
As there are two ambiguous words (books and
room) we have, for the given segment, four
disambiguation paths or part-of-speech com-
binations, that is to say:

• g1 = (pronoun, verb, article, noun),
• g2 = (pronoun, verb, article, verb),
• g3 = (pronoun, noun, article, noun),

and
• g4 = (pronoun, noun, article, verb).

Let τ be the function representing the trans-
lation task. The next step is to translate the
SL segment into the TL according to each
disambiguation path gi:

• τ(g1, s) = “Él reserva la habitación”,

• τ(g2, s) =“Él reserva la aloja”,

• τ(g3, s) =“Él libros la habitación”, and

• τ(g4, s) =“Él libros la aloja”.

It is expected that a Spanish language model
will assign a higher likelihood to translation
τ(g1, s) than to the other ones, which make
little sense in Spanish. As a result, the tag se-
quence g1 will have a higher probability than
the other ones.

To estimate the HMM parameters, the
calculated probabilities are used as if frac-
tional counts were available to a super-
vised training method based on the MLE
method in conjunction with a smoothing
technique (Sánchez-Mart́ınez, Pérez-Ortiz,
and Forcada, 2004b).

As expected, the number of possible dis-
ambiguations of a text segment grows ex-
ponentially with its length, the transla-
tion task being the most time-consuming
one. This problem has been successfully ad-
dressed (Sánchez-Mart́ınez, Pérez-Ortiz, and
Forcada, 2006) by using a very simple prun-
ing method that avoids performing more than
80% of the translations without loss in accu-
racy.

An implementation of the method de-
scribed in this section can be downloaded
from the Apertium project web page,6 and

6http://apertium.sourceforge.net. The



may simplify the initial building of Apertium-
based MT systems for new language pairs,
yielding better tagging results than the
Baum-Welch algorithm (Sánchez-Mart́ınez,
Pérez-Ortiz, and Forcada, 2004b).

4 Experiments

The method we present is aimed at pro-
ducing part-of-speech taggers to be used in
MT systems. In this section we report the
results achieved when training the Occitan
part-of-speech tagger of the Apertium-based
Occitan–Catalan MT system.7 Note that
when training the Occitan part-of-speech tag-
ger the whole MT engine, except for the part-
of-speech tagger itself, is used to produce
texts from which statistics about TL (Cata-
lan) will be collected.

Before training, the Occitan corpus is di-
vided into small segments that can be in-
dependently translated by the rest of the
translation engine. To this end, informa-
tion about the structural transfer patterns is
taken into account. The segmentation is per-
formed at nonambiguous words whose part-
of-speech tag is not present in any struc-
tural transfer pattern, or at nonambiguous
words appearing in patterns that cannot be
matched in the lexical context in which they
appear. Unknown words are also treated as
segmentation points, since the lexical trans-
fer has no bilingual information for them and
no structural transfer pattern is activated at
all.

Once the SL (Occitan) corpus has been
segmented, for each segment, all possible
translations into TL (Catalan) according to
every possible combination of disambigua-
tions are obtained. Then, the likelihoods
of these translations are computed through
a Catalan trigram model trained from a 2-
million-word raw-text Catalan corpus, and
then normalized and used to estimate the
HMM parameters as described in section 3.

We evaluated the evolution of the perfor-
mance of the training method by updating
the HMM parameters at every 1 000 words
and testing the resulting part-of-speech tag-
ger; this also helps in determining the amount

method is implemented inside package
apertium-tagger-training-tools which is licensed
under the GNU GPL license.

7The linguistic data for this language pair (pack-
age apertium-o-ca-1.0.2) can be freely downloaded
from http://apertium.sourceforge.net

of SL text required for the convergence.
Figure 2 shows the evolution of the word

error rate (WER) when training the Occ-
itan part-of-speech tagger from a 300 000-
word raw-text Occitan corpus built from
texts collected from the Internet. The
results achieved when following the stan-
dard (unsupervised) Baum-Welch approach
to train HMM-based part-of-speech taggers
on the same corpus (no larger Occitan cor-
pora was available to us in order to train with
the Baum-Welch algorithm), and the results
achieved when a TL model is used at trans-
lation time (instead of a SL part-of-speech
tagger) to select always the most likely trans-
lation into TL (TLM-best) are given for com-
parison.

When reestimating the HMM parame-
ters via the Baum-Welch algorithm, the log-
likelihood of the training corpus was calcu-
lated after each iteration; the iterative reesti-
mation process is finished when the difference
between the log-likelihood of the last itera-
tion and the previous one is below a certain
threshold. Note that when training the HMM
parameters via the Baum-Welch algorithm,
the whole 300 000-word corpus is used, there-
fore the WER reported in figure 2 for the
Baum-Welch algorithm is independent of the
number of SL words in the horizontal axis.

The WER is calculated as the edit dis-
tance (Levenshtein, 1965) between the trans-
lation of an independent 10 079-word Occitan
corpus performed by the MT system when
embedding the part-of-speech tagger being
evaluated, and its human-corrected MT into
Catalan. WERs are calculated at the docu-
ment level; additions, deletions and substitu-
tions being equally weighted.

As can be seen in figure 2 our method does
not need a large amount of SL text to con-
verge and the translation performance is bet-
ter than that achieved by the Baum-Welch
algorithm. Moreover, the translation perfor-
mance achieved by our method is even bet-
ter than that achieved when translating us-
ing the TLM-best setup. Although the TLM-
best setup might be though as giving the best
result that can be achieved by our method,
the results reported in figure 2 suggest that
our method has some generalization capabil-
ity that makes it able to produce better part-
of-speech taggers for MT than it may be ini-
tially expected.

It must be mentioned that analogous re-
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Figure 2: Evolution of the word error rate (WER) when training the (SL) Occitan part-of-speech
tagger, Catalan being the target language (TL). WERs reported are calculated at the document
level. Baum-Welch and TLM-best (see below) results are given for comparison; thus, they are
independent of the number of SL words. TLM-best corresponds to the results achieved when
a TL model is used at translation time (instead of a SL part-of-speech tagger) to select always
the most likely translation into TL.

sults on the Spanish–Catalan language pair
has revealed that, although the part-of-
speech tagging accuracy is better when the
HMM is trained in a supervised way from a
tagged corpus, the translation performance of
the MT system when embedding the super-
visedly trained part-of-speech taggers is quite
similar to that of using a part-of-speech tag-
ger trained through the TL-driven training
method.8

Concerning how the presented method be-
haves when the languages involved are less re-
lated than Occitan and Catalan, preliminary
experiments on the French–Catalan language
pair show results in agreement to those pro-
vided in this paper. Experiments on more
unrelated languages pairs such as English–
Catalan will be conducted in the near future.

5 Discussion

In this paper we have reviewed the use of
target language (TL) information to train
hidden-Markov-model (HMM)-based part-of-
speech taggers to be used in machine trans-
lation (MT); furthermore, we have presented
experiments done with the Occitan–Catalan

8We plan to publish these results in the near fu-
ture.

language pair, a case study of a less-resourced
language pair.

Our training method has been proven to
be appropriate to train part-of-speech taggers
for MT between less-resourced language pairs
because, on the one hand, the amount of SL
text needed is very small compared with com-
mon corpus sizes (millions of words) used by
the Baum-Welch algorithm; and, on the other
hand, because no new resources must be built
(such as tagged corpora) to get translation
performances comparable to those achieved
when training from tagged corpora.

Finally, it must be pointed out that the re-
sulting part-of-speech tagger is tuned to im-
prove the translation quality and intended to
be used as a module in a MT system; for
this reason, it may give less accurate results
as a general purpose part-of-speech tagger
for other natural language processing appli-
cations.
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