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Multilingual Parallel Corpora  
Represents the same information in different languages, i.e.:  
- Official texts of the European Union.  
- Daily newspapers in Spain.  
- Information on Internet.

Bitexts: Bilingual Parallel Corpora  
Two texts that are mutual translations.

Bitexts Compression  
Bitexts show two different representations of the same information. A shared representation of both texts should improve compression.

Pipeline Processing for Bitext Compression  
Alignment Stage  
Obtains a biword representation of the bitexts.  
A biword is a pair made of two words, each one from a different text or empty, that are mutual translations in the bitext.  
We use GIZA++ to compute the word alignments from which biwords are generated.

Compression Stage  
Mapping biwords on a limited-size dictionary: mppm variation. Features:  
- Each biword is encoded using a 2-bytes code.  
- When dictionary is full, a LRU policy is applied in order to replace biwords.  
- Each 2-bytes code is compressed using PPMDi.  
- Boosting on PPM.
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