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“El resumen tiene dos funciones, una para quien lo
hace y otra para quien lo lee. Pienso que hacerlo
es mucho más importante que leerlo. El arte del
resumen es importante y muy útil, y se aprende
haciendo muchos resúmenes. Hacer resúmenes
enseña a condensar las ideas. [. . . ] Algo se perd́ıa,
naturalmente, pero el arte del resumen consiste
también en eso, en saber qué se puede pasar por alto
y en reconocer que algo que se dice en medio minuto
no es lo mismo que se ha dicho en dos minutos, por
lo cual es necesario decidir qué es lo verdaderamente
importante, central.”

Umberto Eco. Elogio del resumen. Quimera, no 51, pp.
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dos mis compañeros de las estancias: Laura Hasler, Iustina Ilisei,
Georgiana Puscasu, Luz Rello, Natasha Ponomareva, Natali Kon-
stantinova, Irina Temnikova, Silvia Pareti, Diego Frassinelli, Eva
Hasler, Ioanis Konstas y Lidia Mora, que hicieron que mis estancias
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Abstract

In the current society, information plays a crucial role that brings com-
petitive advantages to users, when it is managed correctly. However,
due to the vast amount of available information, users cannot cope
with it, and therefore new methods and approaches based on Human
Language Technologies (HLT) are essential to process all the informa-
tion in an effective and efficient manner. Text Summarisation (TS) is
a research area in the context of HLT whose goal is to process, synthe-
sise and present the information to users, avoiding the arduous task of
having to read everything, as well as facilitating the process of guiding
the user in what it is important in texts.

The research work carried out in this thesis focuses on TS, and more
specifically in the task of generating summaries that are beneficial both
for users, and HLT applications. Therefore, after analysing the main
techniques and approaches in TS, as well as the existing evaluation
methods, compendium TS tool is proposed and developed. Our TS
tool is based on a cognitive perspective (Van Dijk, 1980), (Van Dijk &
Kintsch, 1983) that provides insights of how humans summarise, but
in addition, it takes into account computational issues needed for its
automation (Hovy, 2005).

compendium is capable of generating different types of summaries.
These are text summaries in English of a specific number of words or
compression rate. Moreover, regarding the input, single- and multi-
document summaries can be produced; as output, the summaries can
be generated following an extractive or abstractive-oriented strategy.
Finally, concerning their purpose, the summaries can be generic, query-
focused or sentiment-based, and in all of the cases, their final aim is
to be informative, thus providing information about the source docu-
ment(s).
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The proposed architecture for compendium is divided in various
stages, each of one focusing on a specific need. Moreover, a distinction
between core and additional stages is made. The reason why this is
done is to differentiate those stages aiming at producing generic ex-
tracts from those ones which enhance the capabilities of compendium,
specifically addressing the generation of other types of summaries, thus
resulting in three more variants: query-focused; sentiment-based; and
abstractive-oriented. In this way, the core stages are: i) surface linguis-
tic analysis; ii) redundancy detection; iii) topic identification; iv) rel-
evance detection; v) and summary generation, whereas the additional
stages are: i) query similarity; ii) subjective information detection; and
iii) information compression and fusion. Furthermore, novel methods
and techniques are analysed within the aforementioned stages. In par-
ticular, textual entailment is suggested for detecting and removing re-
dundant information, and the Code Quantity Principle (Givón, 1990),
combined with the main topics identified by using term frequency, is
employed for detecting relevant information in the documents. In ad-
dition, a word graph-based method is suggested for compressing and
fusing information, thus producing abstractive-oriented summaries.

compendium is evaluated both intrinsically and extrinsically, the
latter through its integration into several HLT applications. On the
one hand, concerning its intrinsic evaluation, different types of texts
and domains are proposed: newswire, image captions, blogs and med-
ical research papers. On the other hand, compendium is evaluated
extrinsically through its integration into three HLT applications (opin-
ion mining, question answering and text classification). In particular,
compendium is integrated in opinion mining with the aim of genera-
ting better sentiment-based summaries, in contrast to take as a sum-
mary only those sentences that have higher opinion intensity values. In
question answering, query-focused summaries are employed to find the
answers of factual questions, instead of using the snippets retrieved by
a search engine. Finally, for text classification (in the specific task of
the rating inference), the use of generic, query-focused and sentiment-
based summaries is compared with respect to the full document for
predicting the correct rating associated to a review.

Therefore, the research conducted in this thesis shows the appro-
priateness of compendium, either for being used on their own, as well
as for improving the performance of HLT applications.



Resumen

La información juega un papel muy importante en la sociedad ac-
tual, puesto que si se procesa y maneja correctamente, proporciona
grandes ventajas a los usuarios. Sin embargo, debido al crecimiento
exponencial de la misma, los usuarios son incapaces de procesar toda
esta información, y por tanto, las Tecnoloǵıas del Lenguaje Humano
(TLH) son fundamentales para manejar dicha información de ma-
nera eficiente y efectiva, siendo de gran ayuda para los usuarios. La
generación automática de resúmenes es un área de las TLH, cuyo ob-
jetivo es procesar, sintetizar y presentar al usuario la información de
manera condensada, de tal manera que evita a los usuarios tener que
leer multitud de documentos y extraer lo más importante de cada uno.

El trabajo de investigación que se ha desarrollado en esta tesis doc-
toral se centra en este área; en concreto, en la generación automática
de resúmenes, demostrando que los resúmenes automáticos son benefi-
ciosos tanto para los usuarios, como para otras aplicaciones de TLH.
Después de realizar un análisis exhaustivo del estado de la cuestión
tanto en enfoques para la generación de resúmenes como para su
evaluación, se propone la herramienta de resúmenes compendium.
Esta herramienta sigue un enfoque cognitivo, que se basa en las teoŕıas
de (Van Dijk, 1980), (Van Dijk & Kintsch, 1983), que explican cómo
generan resúmenes los humanos, pero también aporta una componente
computacional (Hovy, 2005) que permite su automatización.

compendium es capaz de generar distintos tipos de resúmenes de
texto en inglés. La longitud de dichos resúmenes se determina en
función de un número fijo de palabras o una tasa de compresión.
Además, en lo que respecta a la entrada de la herramienta, se pueden
generar resúmenes a partir de uno o de varios documentos (mono- o
multi-documento, respectivamente). Como salida, los resúmenes siguen
un paradigma extractivo (extractos) u orientado a abstractos. Final-
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mente, en cuanto a su finalidad, éstos pueden ser resúmenes genéricos,
orientados a un tópico, o resúmenes subjetivos, y en todos los casos,
se pretende que puedan servir como sustituto del documento original,
siendo informativos.

La arquitectura propuesta para compendium se divide en dos tipos
de etapas: las que forman el núcleo central de la herramienta, cuyo re-
sultado son extractos genéricos y una serie de etapas adicionales, que
sirven para generar tipos de resúmenes espećıficos: resúmenes orienta-
dos a un tópico, resúmenes subjetivos y resúmenes orientados a abs-
tractos. Por un lado, las etapas que forman el núcleo de compendium

son: i) análisis lingǘıstico; ii) detección de redundancia; iii) identi-
ficación del tópico; iv) detección de relevancia; y v) generación del
resumen. Por otro lado, las que etapas adicionales son: i) similitud con
la pregunta; ii) detección de información subjetiva; y iii) compresión y
fusión de información. Además, algunas de las etapas anteriormente
citadas se basan en métodos y enfoques novedosos. En concreto, el uso
del reconocimiento de la implicación textual como método para detec-
tar y eliminar la redundancia de un documento, mientras que el prin-
cipio de la cantidad de codificación se propone, junto con la frecuencia
de las palabras, para identificar qué frases contienen la información
más relevante. También se propone un método basado en grafos de
palabras que permite combinar información extractiva y abstractiva,
y que produce como resultado, resúmenes orientados a abstractos.

compendium se ha evaluado de manera intŕınseca y extŕınseca. En
lo que respecta a la evaluación intŕınseca, se han usado distintos tipos
de textos pertenecientes a diversos dominios: noticias period́ısticas,
descripciones de imágenes, blogs y art́ıculos cient́ıficos del dominio
médico. Para su evaluación extŕınseca, compendium se ha integrado
en: mineŕıa de opiniones, búsqueda de respuestas y clasificación de
textos. El objetivo de integrar compendium en la primera de estas
aplicaciones es mejorar la generación de resúmenes subjetivos con res-
pecto a los enfoques que no tienen en cuenta técnicas de generación
de resúmenes. Para la segunda aplicación, se han utilizado resúmenes
orientados a un tópico, en vez de los snippets que devuelven los mo-
tores de búsqueda, para que un sistema de búsqueda de respuestas
encuente de manera más eficaz las respuestas a preguntas factuales.
Finalmente, en en la tercera, compendium se ha usado para generar
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resúmenes que ayuden a predecir la puntuación asociada a un reseña,
en lugar de procesar la reseña completa.

Por lo tanto, de todo ello se demuestra que los resúmenes au-
tomáticos generados con compendium son adecuados para que se usen
de manera individual o para que se integren en otra aplicaciones de
TLH, con la finalidad de mejorar su rendimiento.
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1. Introduction

Human Language Technologies (HLT) cover a broad range of activities
with the final goal of enabling people to communicate with machines
by using natural communication skills (Cole, 1997). All these activi-
ties face a common challenge: they have to deal with natural language,
which is not a trivial issue. The difficulty resides in the specific nature
of the language itself, as well as in the context it is developed. On
the one hand, each language has its own specific structures and phe-
nomena, which have to be taken into consideration. For instance, the
ambiguity and anaphora are two well-known phenomena, that have
been extensively studied in HLT due to their complexity when facing
them from a computational point of view. On the other hand, it is
important to have a general knowledge of the world in order to under-
stand the ideas people express through the language. In light of this,
HLT range from general tasks, which rely on whole documents (e.g.
information retrieval) to more specific ones dealing with words (e.g.
morphological analysers), which constitute the basis for building the
more general ones.

The goal of this chapter is to place the research work carried out in
this thesis in context. Since we deal with HLT, and in particular with
Text Summarisation (TS), after having introduced the concept of HLT,
the levels of language analysis, focusing on texts are explained (Section
1.1). Then, the most important HLT applications and the challenges
they have to face are presented in Section 1.2. Section 1.3 focuses on
TS, as it is the HLT application we carried out research into. The
remaining of the chapter defines the objectives that will be achieved
within the scope of this thesis (Section 1.4), how it is organised (Section
1.5), as well as the research projects this thesis is related to (Section
1.6).
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1.1 Levels of Language Analysis

When dealing with natural language text it is necessary to analyse
and process it in order to be able to understand the meaning behind
it. According to (Jurafsky & Martin, 2000), natural language texts
can be analysed from five distinct levels: phonetic and phonological;
lexical-morphological, syntactic, semantic and pragmatic.

This section focuses on describing each of these levels of analysis.
Moreover, the major problem, regardless of the level of analysis, is the
ambiguity of language, a phenomenon difficult to tackle computation-
ally. At the end of this section, we explain it and how it is reflected
in each level, but first, we introduce the different levels of language
analysis:

• Phonetic and phonological analysis. It comprises the study of
the linguistic sounds and their composition into syllables, words,
and phrases. A single letter or a group of them can be associated
to different sounds. For instance, “ea” can be pronounced as “/ε/”
(e.g. head) or “/i : /” (e.g. speak). Moreover, each sound has its own
peculiarities. In this manner, for example, when the vowel “/i : /” is
pronounced, our tongue is in a forward position in the mouth. Figure
1.1 illustrates graphically the word believe and the representation of
its pronunciation.

�

�

 ! "#!$! % &'"#($%
Fig. 1.1. Phonetics of the word believe.

• Lexical-morphological analysis. Morphology studies how words
are built up from smaller meaning-bearing components, such as suf-
fixes or affixes. These components can carry information about the
gender, number (singular or plural), the verbal form, whether the
word has a negative meaning, etc. Moreover, this kind of analysis is
capable of providing information about the type of word it is, such
as verb, noun, or adjective (i.e., its part-of-speech). For instance, the
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word happiness (noun) is made of the adjective happy and the suffix
-ness. Figure 1.2 illustrates this example.

�

 !""# !""$%&'' ()*+,%&''-*../0123456/74
Fig. 1.2. Lexical-morphological analysis for the word happiness.

• Syntactic analysis. This level of analysis concerns the structural
relationships between words; that is, which function a specific word
has within a sentence: if it is the subject, the object, etc. An example
of the syntactic structure of a sentence is provided in Figure 1.3.

�

 !"!# $%&' ()$ *+#
,-./-.0-,123-0/4.51. 6789:-; <8-=>09/58 ?23-0/4.51. 6789:-;<8-=>09/-4@-82 6789:-;

Fig. 1.3. Syntactic analysis for the sentence “Peter sold his car”.

• Semantic analysis. The aforementioned levels of analysis do not
imply understanding the meaning of a sentence or group of sentences.
This is the aim of the semantic analysis, which involves the study
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of the linguistic meaning. For instance, in the sentence “Peter gives
Mary a present”, we know that Peter is a man; Mary a woman, and
both are human beings. Moreover, we know that a person (Peter) is
performing an action (gives – giving something to somebody) and
another person (Mary) is receiving something (a present). Figure
1.4 shows this analysis graphically.

�

 !"!# $#!%!&"' () !% *+#,-./012345 63789834584:56;<345
8: 1 -./08: 1=0>?@A 8: 18: 1 B>.A?.CBD@A8: 1

Fig. 1.4. Semantic analysis for the sentence “Peter gives Mary a present”.

• Pragmatic analysis. Pragmatics studies the relationships between
language and context-of-use. For example, let’s suppose the following
context: It is snowing outside and a person enters a place and he/she
feels it is not warm enough inside. Then, this person says: ‘It is very
cold here’, but the real meaning behind his/her statement is that
he/she wants the heating to be turned on. This example is illustrated
in Figure 1.5.

In all these levels, there is a common phenomenon, which is an
inherent property that language presents: ambiguity. This happens
when a word, sentence, etc. may have several interpretations, thus
needing extra information or knowledge to be able to distinguish which
is the correct sense in a specific context. The ambiguity is a serious
problem for the tools which deal with the automatic processing of
natural language. However, this does not prevent such tools from being
developed. In contrast, there are tools (e.g. part-of-speech taggers or
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�
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Fig. 1.5. Example of pragmatic analysis.

word sense disambiguators) and resources (e.g. WordNet (Fellbaum,
1998)) that address this problem, facilitating other applications to deal
with the language. Depending on the level of language analysis, four
types of ambiguity can be distinguished:

• Lexical ambiguity. It happens when a word is polysemous, i.e.,
it has more than one meaning. For example, the noun bank has
9 meanings1. Among them, we can find “a business that keeps and
lends money and provides other financial services” or the “land along
the side of a river or lake”.

[1] Paul went to the bank to open an account.
[2] Paul went for a walk along the bank of the river Thames.

In these examples, we need to know the context the word belongs to
in order to identify which is the correct sense in this case.

• Syntactic ambiguity. A sentence may be ambiguous due to differ-
ent ways of parsing the same sequence of words. For instance:

[1] The man saw the boy with the binoculars.

In this example, the fragment “with the binoculars” leads to ambi-
guity due to the fact that we do not know if the person who carried
the binoculars was the man or the boy.

• Semantic ambiguity. It happens when a sentence can be inter-
preted in different ways. Let’s take a look at the following sentence:

1 According to Longman Dictionary of Contemporary English
(http://www.ldoceonline.com/dictionary/bank 1)



6 1. Introduction

[1] Mark gave a present to the children.

Does it mean that each child received a present, or there was only
one present for all the children? Again, in this case we need to have
more information in order to decide which sense is the correct one.

• Referential ambiguity. This type of ambiguity occurs when a sen-
tence contains referring expressions (e.g. pronouns) and it is unclear
what they refer to. For instance:

[1] Ally hit Georgia and then she started crying.

In this example, without any additional information, it is difficult to
know who is crying, because the pronoun she could refer to either
Ally or Georgia.

1.2 Human Language Technologies Applications

The rapid growth of the Internet has resulted in a massive increase
of available information in different formats (e.g. text, video, images)
difficult to cope with. Consequently, intelligent applications based on
HLT have to be developed in order to allow users to efficiently man-
age all this information. These applications can deal with language
at different levels. There are applications that take into consideration
words as the processing unit. For instance, that is the case of lemmatis-
ers, which provide the root of a word; named entity recognisers, which
identify the type of a proper noun (e.g. location, person, organisation);
or part-of-speech taggers, which are able to provide information about
the category of a word, i.e., if it is a noun, verb, adjective, adverb,
etc. Another applications process sentences. For example, syntactic
parsing aims at analysing the grammatical structure of a sentence, or
semantic role labelling focuses on detection of the semantic arguments
associated with the verb of a sentence and their classification into their
specific roles (e.g. agent, patient, instrument, etc.). Finally, there are
some applications which analyse the whole document. They usually
make use of other tools that work with smaller text units, such as lem-
matisers and syntactic parsers. In (Mitkov, 2003), the most common
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HLT resources and applications are compiled. Next, several widespread
HLT applications2 are briefly introduced:

• Information Retrieval aims at finding documents, usually in text
format, that satisfies an information need within large collections of
documents (Manning et al., 2008).

• Question Answering aims at answering simple or complex ques-
tions posed in natural language (Strzalkowski & Harabagiu, 2007).

• Text Classification aims at sorting a set of documents into cate-
gories from a predefined set (Sebastiani, 2002).

• Text Summarisation aims at producing a brief version of a doc-
ument by condensing, selecting or generalising the important infor-
mation in it (Spärck Jones, 1999).

All the aforementioned HLT applications process natural language
in an automatic manner, and analyse it taking into consideration the
different levels of analysis previously explained. Furthermore, apart
from the ambiguity of the language, they all have to face specific chal-
lenges depending on the task they are concerned with. For example,
question answering systems have to understand the specific informa-
tion users are asking for, as well as to be able to find the right answer
and provide it to them.

In this thesis, we focus on Text Summarisation, and for this reason,
the next section introduces this HLT application in more detail.

1.3 Text Summarisation

Text Summarisation (TS) is a HLT application with the goal to au-
tomatically condense information keeping, at the same time, the most
relevant facts or pieces of information. In order to be able to suc-
cessfully perform this task, language has to be processed at different
levels (e.g. lexical). Moreover, this task is especially challenging, be-
cause it requires the text to summarise to be understood, in order to

2 We selected these HLT applications and not others because they are also men-
tioned in other chapters of this thesis.
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distinguish between relevant and irrelevant information. When the in-
formation is taken from different documents, it is essential to identify
similar information, so it can be included in the summary only once.
Additionally, some fragments of information could be removed, com-
bined and/or generalised when necessary. The final goal is to produce a
coherent fragment of text (i.e., summary) with important information,
that helps users to manage it more easily.

There are a considerable number of applications in which TS is
extremely beneficial, providing competitive advantages in the current
information society. For instance, if users are interested in knowing
the most important facts about the Olympic Games in Beijing, they
would use a search engine, that uses information retrieval techniques,
to look for the specific information. However, as a result, they will
have to cope with millions and millions of Web pages that contain
information about the Olympic Games in Beijing3. They would not
be able to read and process all of them, so they will probably only
have a look at the first 10 Web pages, in order to check whether they
contain the information they want. Figure 1.6 shows an illustrative
example of a summary for the topic Olympic Games in Beijing. As it
can be seen, the summary provides basic information about this topic.
It also provides the links to the original documents from where the
information included in the summary was extracted. In this way, if
users are interested in more specific information, they can click into
the links and read more about the Olympic Games at that year.

This is only an example of a common scenario where TS would be
very beneficial. The same way we use search engines to seek for spe-
cific information, TS systems could provide personalised summaries,
containing the most relevant information according to users’ prefer-
ences and interests. Furthermore, TS is not only suitable for coping
with large amounts information. There is also an educational part as-
sociated to this task, where summaries could serve for simplifying the
content of documents, aiding people with learning difficulties to un-
derstand texts more easily.

3 When this query was entered in Google (17-04-2011) we obtained 9.770.000 re-
sults.
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Fig. 1.6. Example of a summary about the Olympic Games in Beijing.

1.4 Objectives of the Research Work

The main goal of the research carried out in this thesis is to analyse,
develop and research into new techniques and approaches for Text
Summarisation. In order to achieve this general goal, the following
specific subobjectives are defined:

• To acquire a wide knowledge of Text Summarisation research area.
This includes the types of summaries and their main characteristics,
as well as the state-of-the-art techniques and approaches concerning
both the generation and evaluation of summaries.

• To propose and analyse the appropriateness of different HLT-based
techniques and methods for the automatic generation of summaries
that contribute to the advances of Text Summarisation.

• To develop a Text Summarisation tool, compendium, capable of
generating different types of summaries.

• To carry out an exhaustive intrinsic evaluation of compendium.
This evaluation comprises the assessment of the proposed tech-
niques, as well as the types of summaries it is able to generate,
within different domains and scenarios.

• To study the integration of compendium within specific HLT appli-
cations (opinion mining, question answering and text classification).
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By achieving this subobjective, an extrinsic evaluation of com-

pendium is also performed.

1.5 Structure of the Thesis

This thesis is organised in several chapters, each of them focusing on
a specific issue within the Text Summarisation (TS) research area.

• Text Summarisation (Chapter 2). This chapter provides the
state of the art in TS. This comprises the analysis of a wide range of
methods and approaches for different summary types and scenarios,
together with a review of existing corpora and the most relevant
conferences with regard to this task.

• Text Summarisation Evaluation (Chapter 3). This chapter
contains the state of the art in the evaluation of summaries. It ex-
plains in detail the aspects concerning the evaluation of summaries,
explaining the existing types for evaluating summaries, but focus-
ing on the intrinsic assessment of summaries. The existing methods
and tools for evaluating summaries, as well as their advantages and
disadvantages are discussed. In addition, the use of crowdsourcing
services in the context of TS evaluation is also explained.

• COMPENDIUM Text Summarisation Tool (Chapter 4). This
chapter provides the theoretical background behind the process of
summarisation from a cognitive perspective. Taking this perspective
as a basis, compendium is proposed as a TS tool able to generate
different types of summaries. A general overview of the suggested
TS tool, as well as the stages involving compendium are explained.

• Evaluation and Experiments (Chapter 5). This chapter con-
tains the evaluation environment, the experiments carried out, and
the results obtained by compendium. Firstly, the different methods
and techniques compendium employs are analysed. Then, the TS
tool as a whole is evaluated in an intrinsic manner within different
domains and types of summaries.

• COMPENDIUM in Human Language Technology Applica-
tions (Chapter 6). This chapter analyses the influence of com-

pendium (i.e., text summaries) in other HLT applications, and
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serves as the extrinsic evaluation of the tool. Specifically, we ap-
plied compendium to opinion mining, question answering and text
classification.

• Conclusion and Work in Progress (Chapter 7). This chapter
draws the main conclusions of this research work and the main con-
tributions of this thesis. It also addresses the research that is being
conducted at the moment, as well as some issues that will be faced in
the future. Finally, a list of the relevant publications is also provided.

• Śıntesis en castellano (Annexe A) provides a summary of the
thesis in Spanish. This synthesis contains the main contributions and
findings, as well as it explains the most relevant experiments carried
out and the results obtained.

1.6 Context: Research Projects Related to the Thesis

The research work presented in this thesis is directly related to the
activities developed in three research projects. We next provide a brief
description of each one, together with their objectives, focusing on the
aspects this thesis relates to them.

• Mineŕıa de Textos Inteligente, Interactiva y Multilingüe
basada en Tecnoloǵıa del Lenguaje Humano4

This project was coordinated by Universidad de Alicante and it
involved five more participants (Universidad de Jaén, Universidad
Nacional de Educación a Distancia, Universidad Politécnica de Va-
lencia, Universitat Politècnica de Catalunya, and Universitat de
Barcelona).

The goal of the project was to analyse, experiment, and develop
intelligent, interactive and multilingual Text Mining technologies,
as a key element of the next generation of search engines, systems
with the capacity to find “the need behind the query”.

Three basic research lines were proposed to meet the overall goal of
the project:

4 TEXT-MESS (TIN2006-1526-C06-01)
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– To develop Text Mining systems analysing interactive and mul-
tilingual issues, as well as the effectiveness of such systems on
different types of texts (written, oral, images, etc.) and domains
(open - the Web - and specific - tourism or biomedicine).

– To improve and adapt already existing resources and tools and to
create new resources, techniques and tools required to undertake
new applications based on HLT, by combining linguistic knowledge
and machine learning techniques.

– To connect this project with the main international evaluation
campaigns on search systems and HLT, to participate in those
campaigns in order to contrast the results obtained with those
of the main international groups, and to promote and coordinate
some of the tasks, thus promoting research lines related to this
project.

Within this project, this thesis was directly related to the activity 4:
Clustering, visualisation, exploration and synthesis of search results
of module 3: Intelligent, Interactive and multilingual Text Mining.
In this activity, it was analysed how to cluster, display and facilitate
to the user the exploration and synthesis of the searching results
in the situations where it is necessary to analyse several sources,
and to disregard, select, filter, summarise and analyse information,
instead of just providing a ranking of Web pages, as search engines
usually do. More specifically, it directly fits into task 3: Information
synthesis, where automatic information synthesis and the building
of interactive information synthesis assistants are analysed.

• Las Tecnoloǵıas del Lenguaje Humano ante los nuevos retos
de la comunicación digital5

This project, also coordinated by Universidad de Alicante and three
more participants (Universidad de Jaén, Universidad Politécnica de
Valencia, and Universitat de Barcelona), is a continuation of the
previous project, with a particular emphasis on new textual genres
born with the Social Web (or Web 2.0).

The overall aim of this project centres on the study, development
and experimentation with different techniques and systems based on
HLT for developing the next generation of intelligent digital infor-

5 TEXT-MESS 2.0 (TIN2009-13391-C04-01)
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mation processing systems (modelling, retrieval, processing, compre-
hension and detection), in order to meet the present challenges posed
by digital media. In this new scenario, systems have to incorporate
the reasoning capability to ascertain the subjectivity of information
in all contexts (spatial, temporal and emotional), while analysing the
various dimensional uses (multilingualism, multimodality and regis-
ter). In order to achieve this overall objective, the following courses
of action are proposed:

– To create, adapt and improve resources, techniques and tools for
modelling the language emerging from the current digital environ-
ment via machine learning approximations.

– To develop intelligent information processing systems (modelling,
retrieval, processing, comprehension and detection), geared to the
new communication formats, capable of interpreting and assessing
the context of the message.

– To integrate HLT resources, tools and systems developed and com-
piled to form an intelligent information processing metasystem,
the validity of which will be demonstrated in the specific appli-
cation scenario of competitive intelligence in the socio-economic
sphere. The TEXT-MESS 2.0 metasystem is illustrated in Figure
1.7.

In particular, the research work carried out in this thesis is related
to the task 2: To Build a System of Automatic Opinion Synthesis
of activity 4: Automatic Data Summarisation & Synthesis Systems
of module 3: Information Comprehension and Detection Systems in
Different Language Registers. This activity involves studying sys-
tems for automatically generating summaries as a mechanism for
information synthesis.

• Desarrollo de técnicas inteligentes e interactivas de mineŕıa
de textos6

This project in which Universidad de Alicante is involved aims at
developing intelligent and interactive techniques for text mining. The
main objectives in this project are the following:

6 PROMETEO/2009/199
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�

Fig. 1.7. TEXT-MESS 2.0 metasystem.

– To develop text mining systems capable of finding, extracting,
analysing, classifying and retrieving information. Within this ob-
jective, multi-lingual (giving emphasis on Spanish and Catalan),
as well as interactive aspects are studied.

– To improve and adapt the existing tools and resources, and to
create new ones in order to tackle current and future HLT appli-
cations.

– To assess the quality, reliability and reusability of the informa-
tion using HLT techniques. In the current Information Society the
manner in which humans interact has changed. Thanks to the new
formats of communication, users play an active role in the gener-
ation of content for the Web. However, its underlying problem is
that the Web ends up containing information with a poor quality,
and not very reliable.

The research conducted in this thesis is related to the second ob-
jective. In this thesis, several HLT techniques are analysed for TS,
proposing new ones and developing finally a TS tool, compendium,
that contributes to improve the state of the art in this research area.



2. Text Summarisation

2.1 Introduction

Although it started in the late fifties (Luhn, 1958), Text Summarisa-
tion (TS) has experienced a great development in recent years, and a
wide range of techniques and paradigms have been proposed in this
research field (Spärck Jones, 2007), (Lloret & Palomar, 2011b). How-
ever, to produce a summary automatically is very challenging. Issues
such as redundancy, temporal dimension, coreference or sentence or-
dering, to name a few, have to be taken into consideration especially
when summarising a set of documents (multi-document summarisa-
tion), thus making this field even more difficult (Goldstein et al., 2000).
Moreover, research attempting to overcome the lack of coherence that
summaries often present has been fuelled in the last years, resulting in
combined approaches that identify relevant content and merge it into
new fragments of information (Barzilay & McKeown, 2005a), (Zajic
et al., 2008). It is also worth mentioning that as society changes, so
does TS, adapting itself to new requirements. For instance, the Web
2.0 (social Web) has led to the emergence of new types of Websites,
such as blogs, forums, or social networks, where anybody can express
his/her opinions towards a topic, entity, product or service. This has
resulted in a new type of summaries (sentiment-based) with the pur-
pose of summarising users’ opinions. Other types of summaries, such
as update summaries, aim at providing users with the most recent in-
formation, assuming that they have a previous knowledge of the topic.
When carrying out research into this area, it is essential to be aware
of previous TS approaches, so that new or improved methods can be
suggested in order to tackle the different types of summaries and their
requirements.
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Therefore, a review of the state of the art in TS is carried out
in this chapter, describing the existing taxonomies and focusing on
the approaches that have been developed in the last decade, the new
types of summaries that have appeared in recent years, as well as the
new scenarios. The aim of the chapter is to provide a comprehensive
overview of this research area, emphasising recent summary types, and
how summaries, although not perfect, can be of great help for other
systems based on Human Language Technologies (HLT).

The chapter is organised as follows. Firstly, Section 2.2 provides
general background in TS. Within this section there are four subsec-
tions: an analysis of the main taxonomies and types of summaries, as
well as the stages involved in the process of TS (Subsection 2.2.1); a
general overview of the main TS approaches developed in recent years
(Subsection 2.2.2); a roadmap of the presence of TS in international
evaluation campaigns (Subsection 2.2.3); and available corpora par-
ticularly developed for TS (Subsection 2.2.4). Secondly, Section 2.3
focuses on the approaches that have been proposed recently to tackle
new types of summaries, and in new scenarios. In particular, TS tech-
niques that have been employed for generating personalised, update,
sentiment-based, surveys and abstractive summaries are explained in
Subsection 2.3.1. Concerning the analysis of TS in other scenarios dif-
ferent from the traditional newswire texts, the approaches specifically
proposed to address automatic summarisation of literary texts, patent
claims, image captioning, and Web 2.0 textual genres are outlined in
Subsection 2.3.2. Thirdly, Section 2.4 analyses the applicability of text
summaries in other intelligent applications based on HLT, focusing on
three specific tasks: information retrieval (Subsection 2.4.1), question
answering (Subsection 2.4.2) and text classification (Subsection 2.4.3).
Finally, Section 2.5 concludes the chapter, by providing some insights
of the future directions of TS.

2.2 Text Summarisation Overview

The goal of this section is to provide a general overview on TS,
and it is organised into four subsections. Subsection 2.2.1 discusses
three taxonomies that have been proposed from different perspec-
tives, and taking them as a basis, the most widespread types of sum-
maries according to several factors are explained. In order to be able
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to generate different types of summaries, the stages of the TS pro-
cess from a computational perspective are also outlined in this sub-
section. Then, a wide range of approaches are analysed (Subsection
2.2.2). These approaches have been grouped according to the predomi-
nant techniques employed (statistical-based, topic-based, graph-based,
discourse-based, and machine-learning-based). Further on, a brief re-
view of international forums related to TS is also provided in Section
2.2.3, together with an analysis of the TS trends that has been chang-
ing over the years which are reflected in the proposed conference tracks.
Finally, the corpora specifically developed for generating summaries is
described in Subsection 2.2.4.

2.2.1 Common Factors for Classifying Summaries

A wide range of summaries can be generated depending on different
factors, such as the type of input/output, the purpose of the summary,
or the type of reader. One of the most well-known existing taxonomies
of summaries was proposed in (Spärck Jones, 1999), where three classes
of context factors that influence summaries are taken into considera-
tion: input, purpose and output factors. Input factors deal with aspects
related to the source, such as genre, language, or register. The second
ones, purpose factors, include audience and use, for example literary
reviews or emergency alerts. Finally, output factors focus on the style
and coverage, and are normally driven by purpose factors. Figure 2.1
shows the proposed taxonomy by Spärck Jones, where the context fac-
tors that affects the summarisation task can be seen in a schematic
way.

The taxonomy proposed by (Spärck Jones, 1999) is not the only
one proposed to classify summaries with respect to different aspects.
Hovy and Lin (Hovy & Lin, 1999) suggested also a similar taxonomy
(Figure 2.2). In the same way as the input, output and purpose factors
described in the previous taxonomy, this classification distinguishes
between characteristics of the source document, characteristics of the
summary as a text, and characteristics of the summary usage. For
instance, the characteristics of the source text comprise factors, such
as the source size (whether the summary is generated from one or
several documents), or the specificity (if the summary is general or
domain-specific). The main difference between both taxonomies is the
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Fig. 2.1. Context factors proposed by Spärck Jones (1999).

fact that the latter takes into consideration specific factors concerning
the coherence and the subjectivity level of the summary.
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Fig. 2.2. Hovy and Lin’s (1999) taxonomy.

Additionally, there is one more taxonomy suggested by Mani and
Maybury (Mani & Maybury, 1999), where summarisation systems are
classified with regard to the approach adopted to generate summaries.
Different approaches can be tackled to produce summaries, facing the
problem from three levels: surface-, entity- or discourse-level. Surface-
level approaches aim at representing information in terms of shallow
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features which are then selectively combined together to determine
a salient function used to extract the most important information
of a document. Such features comprise thematic features, which take
into consideration statistically salient terms, for example based on fre-
quency counts; location, which accounts for the position of a specific
unit (word, sentence, etc.) in a document (paragraph, section); back-
ground refers to the presence of terms from the title or headings in
the text, the initial parts of the document, or a user’s query; finally,
cue words are expressions such as “in summary”, “our investigation”,
“in particular”, or “in conclusion”. Entity-level approaches build an
internal representation of the document or documents to model the
entities and their relationships. These approaches tend to represent
patterns of connectivity in the document and these relationships in-
clude, for example, similarity through vocabulary overlap; proximity,
which refers to distance between text units; thesaural relationships
among words like synonymy or part-of-relations; or logical relations
such as contradiction, entailment or agreement. Lastly, discourse-level
approaches model the global structure of the document. This includes
features concerning the format of the document (such as document
outlines or hypertexts), the threads of topics or subtopics developed
in the document, or their attempt to capture the structure of differ-
ent sorts of texts, for example, narrative or argumentative documents’
structure. Figure 2.3 reflects these issues according to this taxonomy.

�

Fig. 2.3. Mani and Maybury’s (1999) taxonomy.
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The taxonomies proposed in (Spärck Jones, 1999) and (Hovy &
Lin, 1999) deal with a very fine-grained granularity, in the sense that
summaries are classified with respect to different criteria in accordance
with their own nature, whereas the one suggested by Mani and May-
bury (1999) groups summarisation approaches, concerning the type of
features and techniques used to generate summaries. The main prob-
lem of having a taxonomy with such a fine-grained granularity arises
when one wants to classify a summarisation system with regard to
those criteria, since most systems may share several characteristics,
thus increasing the difficulty in its classification and making it un-
clear. At the same time, the problem with Mani and Maybury’s tax-
onomy is the purity of the suggested classification. Systems often rely
on hybrid approaches (Mani & Maybury, 1999), combining for exam-
ple, discourse- and surface-level features.
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Fig. 2.4. Summarisation types according to several factors.

Therefore, taking into account the aforementioned taxonomies,
summarisation approaches can be characterised according to many
features. Although it has been traditionally focused on text, the in-
put to the summarisation process can also be multimedia information,
such as images (Fan et al., 2008); video (He et al., 1999) or audio
(Zechner & Waibel, 2000), as well as on-line information or hyper-
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texts (Sun et al., 2005). Furthermore, we can talk about summarising
only one document (single-document summarisation) or multiple ones
(multi-document summarisation). Regarding the output, a summary
may be an extract (i.e. when a selection of “significant” sentences of a
document is shown), abstract, when the summary can serve as a sub-
stitute for the original document and new vocabulary is added, or even
a headline (or title). It is also possible to distinguish between generic
summaries and query-focused summaries (also known as user-focused
or topic-focused). The first type of summaries can serve as a surrogate
of the original text as they may try to represent all relevant facts of
the source text. In the latter, the content of a summary is biased to-
wards a user need, query or topic. Concerning the style of the output,
a broad distinction is normally made between two types of summaries.
Indicative summaries are used to indicate what topics are addressed
in the source text. As a result, they can give a brief idea of what
the original text is about. The other type, informative summaries, are
intended to cover the topics in the source text and provide more de-
tailed information. Apart from these two types of summaries, another
one can also be taken into account, i. e. critical evaluative abstracts.
This kind of summaries focuses on expressing the author’s point of
view about a specific topic or subject, and they include reviews, opin-
ions, feedback, recommendations, etc., with a strong dependence on
cultural interpretation (Mani, 2001a). That is the reason why they
are so difficult to produce automatically, and therefore most systems
only attempt to generate either indicative or informative summaries,
by just summarising what appears in the source document. In recent
years, new types of summaries have appeared. For instance, the birth
of the Web 2.0 has encouraged the emergence of new types of tex-
tual genres, containing a high degree of subjectivity, thus allowing the
generation of sentiment-based summaries. Furthermore, update sum-
maries are another example of new type of summary. They assume
that users have already a background and they only need the most
recent information about a specific topic. More types of summaries
are explained in Section 2.3.1. Finally, concerning the language of the
summary, it can be distinguished between mono-lingual, multi-lingual,
and cross-lingual summaries, depending on the number of languages
dealt with. The cases where the input and the output language is the
same lead to mono-lingual summaries. However, if different languages
are involved, the summarisation approach is considered multi-lingual
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or cross-lingual. For example, if a summarisation system produces a
Spanish summary from one or more documents in Spanish, that is
the case of a mono-lingual system. On the other hand, if it is able to
deal with several languages, such as Spanish, English or German, and
produces summaries in the same languages as the input document, we
would have a multi-lingual summarisation system. Beyond these ap-
proaches, if the summary is in Spanish, but the original documents are
in English, the summariser would deal with cross-linguality, since the
input and output languages are different. The most common factors
regarding summarisation are depicted in Figure 2.4.

All these types of summaries have to be created following a sum-
marisation process, thus allowing to transform the source document or
documents into a summary. According to (Hovy, 2005), three stages
have to be taken into account for producing a summary from a com-
putational point of view:

• Topic identification. It consists of determining the particular subject
the document is about. It is usually approached by assigning each
unit (words, sentences, phrases, etc.) a score which is indicative of
its importance. In the end, the top score units up to a desired length
are extracted.

• Interpretation or topic fusion. During this stage, the topics identified
as important are fused, represented in new terms, and expressed
using a new formulation, which includes concepts or words not found
in the original text. This stage is what distinguishes extractive from
abstractive summarisation.

• Summary generation. This stage only makes sense if abstractive sum-
maries are generated. In these cases, natural language generation
techniques (text planning, sentence planning, and sentence realisa-
tion) are needed to produce the final text of the summary.

In Figure 2.5 these stages are graphically depicted.

2.2.2 Common Approaches for Generating Summaries

As it was previously explained, the summarisation process can be de-
composed into three main subtasks: topic identification, topic inter-
pretation, and summary generation (Hovy, 2005). However, since the
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Fig. 2.5. Stages of the process of summarisation according to Hovy (2005).

summary generation stage is not easy to tackle, most approaches only
focus on the first stages, by simply extracting the sentences as they ap-
pear in the documents, thus producing extracts as a consequence. Next,
several extractive approaches are described. Specifically, we distinguish
between five types of approaches suitable for TS. Such approaches are
grouped depending on the nature of the techniques employed. In par-
ticular, these are: statistical-based ; topic-based ; graph-based ; discourse-
based ; and machine learning-based.

Statistical-based approaches. Luhn (1958) used term frequency to
produce summaries from scientific documents with the purpose of de-
termining the relevance of a sentence in a document. The underlying
assumption is that the most frequent words are indicative of the main
topic of a document. However, not all the words are taken into con-
sideration. For example, stop words, i.e. words without carrying any
semantic information, such as “a” or “the”, are not used for com-
puting the term frequency. Under the same assumption, a number of
techniques based on term frequency counts have been employed in TS.
For instance, (Lloret & Palomar, 2009) use the frequency of words
in combination with the length of noun phrases to compute the rele-
vance of a sentence, outperforming the results of the state-of-the-art
in single-document summarisation for newswire domain.

In (McCargar, 2005), several statistical approaches, such as term
frequency or inverse document frequency (tf*idf ), are briefly analysed,
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as well as the potential problems this type of features may have. The
idea behind tf*idf is that frequent terms in a document are important
only if they are not very frequent in the whole collection. This tech-
nique has also been employed to score sentences, for instance in (Gotti
et al., 2007). In (Filatova & Hatzivassiloglou, 2004) it is claimed that
these methods may be not sufficient for building high-quality sum-
maries, and other types of knowledge, for instance events, semantic
knowledge, or discourse information may be more appropriate to tackle
TS. However, a deeper review of statistical techniques for TS is carried
out in (Orăsan et al., 2004) and (Orăsan, 2009), where it is shown that
these techniques, despite being simple and not requiring a deep level
of knowledge analysis, are appropriate for building good summaries.
In addition to the aforementioned techniques, mutual information, in-
formation gain and residual inverse document frequency are also anal-
ysed. Mutual information is used to measure the dependency or the
common information between two words, whereas information gain is
a good metric for deciding the relevance of an attribute, and in this
case, it could be perfectly applied to the terms or sentences in a docu-
ment. Residual inverse document frequency is a variant of the inverse
document frequency, which computes the term frequency according to
a probabilistic distribution. Each technique establishes a manner of
assigning weights to the words included in the document, and then,
sentences are scored based on these weights, in order to determine their
relevance.

The approach suggested in (Mori, 2002) also employs information
gain for determining the weight of document terms, and then use it
for successfully summarising documents. The idea is to build clusters
of documents first according to the similarity among them, and then
compute the weight of each word in the clusters. The final summary is
produced by selecting those highest scored sentences on the basis on
the weight of words it contains, previously computed using information
gain.

Topic-based approaches. In (Edmundson, 1969) summaries are
produced by means of cue word identification. This technique consists
in determining the relevance of a sentence by means of the phrases or
words it contains. Sentences containing phrases like “in conclusion” or
“the aim of this paper” may introduce new topics, and also be good
indicators of relevant information. Moreover, other approaches, such
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as (Boguraev & Neff, 2000), (Neto et al., 2000), (Angheluta et al.,
2002), or (Harabagiu & Lacatusu, 2005) take profit of the advantages
of combining topics’ identification and segmentation. Particularly, in
(Harabagiu & Lacatusu, 2005), the topic structure is characterised in
terms of topics themes, which are representations of events that are
reiterated throughout the document collection, and therefore represent
repetitive information. Five different ways of representing topics are
analysed:

• Via topic signatures. This idea comes from (Lin & Hovy, 2000), where
it is assumed that the topic of a document can be represented using
a set of terms.

• Via enhanced topic signatures. This differs from the previous one in
the fact that the aim now is to discover relevant relations between
two topic concepts.

• Via thematic signatures. This is carried out by segmenting docu-
ments using the TextTiling algorithm (Hearst, 1997) first, and then
assigning labels to themes to be able to rank them later.

• Via modelling the content structure of documents. The assumption
here is that all texts describing a given topic are generated by a
single content model (in this case a Hidden Markov Model).

• Via templates. This method follows the idea of the field of infor-
mation extraction, identifying specific entities or facts to represent
topics within a text.

Furthermore, in (Teng et al., 2008), a single-document summari-
sation approach is suggested which combines local topic identification
with term frequency. The proposed methodology computes the sen-
tence similarity first, and then performs the topic identification by
doing sentence clustering. In a second step, sentences from local topics
are selected according to the term frequency value.

Moreover, not only topic words are used to detect relevant informa-
tion within a document. In other approaches, (Kuo & Chen, 2008), for
instance, informativeness and event words are also taken into consider-
ation in order to produce multi-document summaries. The underlying
idea is that this kind of words indicate the important concepts and re-
lationships, and can be used to detect relevant sentences within a set
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of documents. Furthermore, a temporal resolution algorithm is used,
so that dates and other temporal expressions can be translated into
calendrical forms. The identification of multiple themes within an het-
erogeneous collection of documents is addressed in (Ando et al., 2005)
by means of vector space representations; in particular, Iterative Resid-
ual Rescaling is used. This method constructs a vector space model
which indicates relationships among documents, topical phrases, and
sentences.

Graph-based approaches. The use of graph-based ranking algo-
rithms has also been shown to be effective in TS. Basically, the nodes
of the graph represent text elements (i.e. normally words or sentences),
whereas edges are links between those text elements, previously defined
(for instance, semantic relations, such as synonymy). On the basis of
the text representation as a graph, the idea is that the topology of
the graph will reveal interesting things about the salient elements of
the text, for example concerning the connectivity of the different ele-
ments. LexRank (Erkan & Radev, 2004) is a multi-document summari-
sation system, in which all candidate sentences that can be potentially
included in the summary are represented in a graph. In this graph
representation, two sentences are connected if the similarity between
them is above a predefined threshold. Then, once the network is built,
the system finds the most central sentences by performing a random
walk on the graph. In (Mihalcea, 2004), an analysis of several graph-
based algorithms is carried out, evaluating also their application to
automatic sentence extraction in the context of TS.

Furthermore, in (Wan et al., 2007), an approach based on affinity
graphs, for both generic and query-focused multi-document summari-
sation, is suggested. The idea here is to extract sentences with high
information richness and novelty. This is achieved by taking into con-
sideration the similarity between each pair of sentences, incorporating
topic information, differentiating intra-document and inter-document
links between sentences, and finally penalising redundant information.
In (Giannakopoulos et al., 2008a) character and word n-gram graphs
are used to extract relevant information from a set of documents,
whereas in (Plaza et al., 2008), (Plaza, 2011) graphs are built using
concepts identified with Wordnet (Fellbaum, 1998) and is-a relation-
ships, which are then used to build a graph representation of each
sentence in a document. This approach has been proven successfully
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in different domains, such as newswire, biomedical documents or image
captions.

Discourse-based approaches. Besides all the previous mentioned
techniques, it is also possible to face the summarisation problem from
a linguistic point of view, for instance exploiting discourse relations.
Rhetorical Structure Theory (RST) proposed in (Mann & Thompson,
1988) served as a basis for the summarisation approach developed in
(Marcu, 1999). In this approach, the rhetorical relations are extended,
and this kind of discourse representation (nucleus and satellite rela-
tions, depending on how relevant the information is) is used to de-
termine the most important textual units in a document. In (Khan
et al., 2005) the RST is combined with a generic summariser in order
to add linguistic knowledge to the summarisation process. Although
the results obtained for this mixed approach do not improved the ones
obtained by the generic summariser, it was claimed that the draw-
back of this approach was mainly due to the parser, which could not
detect all the RST relationships, otherwise linguistic knowledge could
have improve the overall summarisation performance. Furthermore, in
(Cristea et al., 2005) an approach similar to RST is described, differ-
ing from the previous ones in the lack of relation names and the use of
binary trees. This summarisation approach is intended to exploit the
coherence and cohesion of a document.

Cohesion and coherence are two of the main challenging issues for
TS. Some approaches rely on the identification of such relations in or-
der to improve the quality of the generated summaries. Cunha et al.
(2007) combine statistical and linguistic techniques to prove that re-
sults improve with respect to use only one type of them. In (Gonçalves
et al., 2008), coreference chains are used to deal with referential cohe-
sion problems that are frequent in the extractive summarisation ap-
proach. A post-processing system is developed in order to rewrite ref-
erential expressions in the most possible coherent way, and it is applied
after the summary is generated, obtaining considerable improvements
in comparison to the original summaries. In order to guarantee the co-
herence of a summary, a widespread approach is to use lexical or coref-
erence chains. However, the use of coreference chains is not novel in TS.
The first approaches can be found in (Baldwin & Morton, 1998), and
(Azzam et al., 1999). The main assumption is that the longest coref-
erence chain indicates the main topic of the document, and shorter
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chains represent subtopics. Therefore, one possible strategy for build-
ing summaries is to select only those sentences related to the longest
chain. This strategy helps to maintain the coherence of the text.

A similar idea is to use lexical chains, which consist in determining
sequences of semantic related words (for example, by concept repeti-
tion or synonymy relations). By using lexical chains, the main topics of
a document can also be detected. This technique has been widely used
in summarisation, and approaches like the ones described in (Barzilay
& Elhadad, 1999), (Medelyan, 2007) or (Ercan & Cicekli, 2008) exploit
them to produce summaries. It is worth mentioning that being able to
identify all the entities that are connected within a document or across
documents, prevent summaries from the common dangling anaphora
phenomenon, thus producing more coherent resulting summaries (El-
sner & Charniak, 2008). This phenomenon consists of having words in
a text (mostly pronouns) without its correct antecedent included in the
summary. For example, if a summary contains the pronoun “he”, but
its antecedent (e.g. the president of Spain) is not mentioned in it, this
would lead to an unclear summary with this specific type of problem,
which would make the summary difficult to understand, or even inco-
herent. In order to reduce this problem some approaches combine the
use of anaphora resolution in order to help TS (Orăsan, 2004), (Mitkov
et al., 2007). In these approaches, documents are first processed to re-
solve anaphoric pronouns, and then a summarisation system is run in
order to produce a summary. Their final goal is to determine whether
an anaphora resolution system improves the quality of automatic sum-
maries or not. Due to the moderated performance of this kind of sys-
tems, this is hard to achieve, and contrary to the intuition, TS does
not improve very much. However, in (Orăsan, 2007) an ideal anaphora
resolution system was simulated, resolving the anaphoric relations in
scientific documents manually, and, in this case, it was proven that
summary’s results improve noticeably. In (Steinberger et al., 2007),
it was stated that the improvement associated to TS, when using an
anaphora resolution system, not only depends on the lower perfor-
mance of the anaphora resolver, but also in the way anaphoric rela-
tions are used. As a consequence, they used the anaphoric relations
from two different perspectives: on the one hand, to improve the qual-
ity of summaries, and on the other hand, to check the coherence of a
summary, once it was already generated. This was done by checking
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if the coreference chains of the summary were sub-chains of the ones
identified in the source documents.

Machine Learning-based approaches. The approaches for genera-
ting summaries that are next explained are based on machine learning
algorithms. The first machine learning methods used in TS include
binary classifiers (Kupiec et al., 1995), Hidden Markov Models (Con-
roy & O’Leary, 2001), (Schlesinger et al., 2002), and Bayesian meth-
ods (Aone et al., 1998). Apart from these, a wide range of machine
learning techniques can be used for TS. NetSum (Svore et al., 2007)
bets on single-document summarisation and produces extracts from
newswire documents based on neuronal nets, using RankNet (Burges
et al., 2005) as a learning algorithm to score the sentences and extract
the most important ones. Besides the common features based on key-
words and sentence position, a new set of features based on Wikipedia1

and query logs are also used in a way that, for example, sentences
containing query terms or Wikipedia entities, are indicative of im-
portant content. In (Schilder & Kondadadi, 2008), a query-focused
multi-document summariser is presented, named as FastSum, where
sentences are ranked using a machine learning technique called Support
Vector Regression (SVR), and Least Angle Regression for feature selec-
tion. SVR was used in summarisation before, in the approach described
in (Li et al., 2007), where word-, phrase-, or semantic-based features,
as well as sentence position or name entities were used to train the clas-
sifier automatically. Further on, the extracted features were combined,
and then sentences were scored. In (Wong et al., 2008), an extractive
summarisation approach is presented, employing supervised and semi-
supervised learning methods. The features involved are grouped into
different types - surface, content, relevance and event features - which
include sentence position, number of words in a sentence, centroid and
high frequent terms, or similarity between sentences, among others.
Regarding the supervised approach, a Support Vector Machine (SVM)
algorithm is used, whereas for the semi-supervised approach, a proba-
bilistic SVM and a Näıve Bayesian classifier are co-trained to exploit
unlabelled data. SVM technique was also used in (Fuentes et al., 2007)
to detect relevant information to be included in a query-focused sum-
mary, where structural, cohesion-based and query-dependent features
were used for training.

1 http://www.wikipedia.org/
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The advantage of using machine learning for TS is that it allows
to easily test the performance of a high number of features, for in-
stance lexical, syntactic, statistical, etc. using different machine learn-
ing paradigms for deciding which features perform the best. However,
these approaches also need a big training corpus in order to be able to
obtain conclusive results. In the case of TS, the corpus usually consists
of a set of human-written summaries, or annotated source documents
containing which sentences are important for the summary, and which
are not.

2.2.3 Relevant Conferences and Workshops

At the end of the 1990’s, the TIPSTER Text Summarisation Evalu-
ation2 (SUMMAC) was the first conference aimed at evaluating au-
tomatic summarisation systems, where text summaries were tested in
document classification and question answering, in order to analyse
whether they were suitable surrogates for full documents. A detailed
explanation of this evaluation forum and how summaries were evalu-
ated can be found in (Mani et al., 2002). The National Institute for
Informatics Test Collection for IR3 (NTCIR) also developed a series
of Text Summarisation Challenges (TSC) workshops, which included
Japanese summarisation tasks in 2001 (TSC), 2002 (TSC2), and 2003
(TSC3). Besides these conferences, the important conferences that fo-
cused only in TS were the Document Understanding Conferences4

(DUC) that were held yearly from 2001 to 2007. In these conferences,
different tasks were proposed over the years, taking into account new
challenges and requirements for TS, forcing also systems to be dynamic
and adaptable. Along the editions of the DUC conferences, it can be
seen how the summarisation systems have progressed, as well as the
different evaluation methodologies that have been proposed to evaluate
the corresponding summaries. These changed from a complete manual
evaluation, where assessors used the SEE evaluation environment5 to
facilitate the comparison of automatic and human-made summaries’
content, to a fully automatic evaluation of the content using ROUGE
(Lin, 2004) and Basic Elements (Hovy et al., 2006).

2 http://www-nlpir.nist.gov/related projects/tipster summac/
3 http://research.nii.ac.jp/ntcir/outline/prop-en.html
4 http://www-nlpir.nist.gov/projects/duc/
5 http://www.isi.edu/licensed-sw/see/
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The tasks involved in the DUC conferences also changed over
the editions, starting at the beginning with generic single-document
summarisation, and continuing further on with query-focused multi-
document summarisation. A comprehensive overview of the major
summarisation conferences, focusing particularly in DUC, can be found
in (Over et al., 2007). More specifically, the overview for some DUC
editions is also provided in (Over & Ligget, 2002) and (Dang, 2006).
These types of conferences are very useful to evaluate and compare
automatic systems, and at the same time, they also provide a good set
of corpora, comprising documents and model summaries, which are
freely available on demand6. Unfortunately, due to the fact that all
the editions worked under the newswire domain, the data deals with
a unique domain. Since 2008, DUC conferences have been no longer
organised, because they have become part of the Text Analysis Con-
ference7 (TAC), within which a summarisation track is included. In
TAC 2008, two different tasks were proposed within the TS track. The
first followed the same idea as the update summarisation task in the
DUC 2007, which consisted of building summaries containing updated
information with respect to a given set of news documents, whereas
the second one, was a pilot task whose aim was to generate opinion
summaries from blogs. In TAC 2009, the update summarisation task
was kept but, instead of the opinion summarisation task, a new one
concerning the automatic evaluation of summaries was proposed (Au-
tomatically Evaluating Summaries Of Peers – AESOP8). The goal of
this task was to automatically score a summary for a given metric that
reflected summary content. In TAC 2010, the task concerning evalu-
ation was maintained but, in contrast, update summaries have been
changed into guided summaries. The idea under this new kind of sum-
maries was to encourage systems to use deeper semantic knowledge,
building summaries that contained specific information about differ-
ent aspects of a topic. For instance, if a set of documents were about
an accident, we might be interested in information concerning when it
occurred, why, where, etc. In the current edition (TAC 2011), besides
guided summarisation and the AESOP task, a multi-lingual pilot task
is proposed. This is one of the novelties introduced in the present edi-
tion, since only in DUC 2004, a first attempt of cross-linguality was

6 http://www-nlpir.nist.gov/projects/duc/data.html
7 http://www.nist.gov/tac/
8 http://www.nist.gov/tac/2009/summarisation/aesop.09.guidelines.html
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carried out. The other novelty concerns the AESOP task, which in
addition to focus on automatic metrics that can assess the content of
a summary, readability aspects are also going to be taken into consid-
eration this year.

Conference Summarisation task requirements

SUMMAC a single-document, query-focused, news

TSC b(NTCIR) query-focused, generic, news

TSC2 (NTCIR) single and multi-document, generic, news

TSC3 (NTCIR) multi-document, generic, news

DUC-01 c single and multi-document, generic, news

DUC-02 single and multi-document, generic, news

DUC-03 multi-document, query-focused, news

DUC-04 single and multi-document, topic-oriented, news, cross-
lingual

DUC-05 multi-document, query-focused, news

DUC-06 multi-document, query-focused, news

DUC-07 multi-document, update, query-focused, news

TAC-08 d multi-document, update, query-focused, sentiment-based,
news & blogs

TAC-09 multi-document, update, query-focused, news, evaluation

TAC-10 multi-document, guided, query-focused, news, evaluation

TAC-11 multi-document, guided, query-focused, news, evaluation,
multi-lingual

a SUMMAC summary types and TIPSTER Text Summarisation Evaluation Con-
ference.

b TSC: Text Summarisation Challenges.
c DUC: Document Understanding Conferences.
d TAC: Text Analysis Conferences.

Table 2.1. Features for the summarisation tasks in each conference.

Table 2.1 shows some features of the tasks involved in the pre-
viously mentioned conferences. Boldfaced words indicate the novel-
ties introduced in the summarisation tasks over the years within each
conference. In the first summarisation conference, SUMMAC (Mani
et al., 1999), query-focused single-document summaries from newswire
documents were evaluated. To perform this, two extrinsic evaluation
tasks, and an intrinsic one were proposed. Extrinsic evaluation judges
the quality of the summarisation based on how it affects the com-
pletion of some other task, whereas intrinsic evaluation measures a
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summary on its own. In the extrinsic evaluation, an adhoc task was
suggested in which indicative summaries were evaluated with regard
to whether they allowed to quickly determine the relevance of a doc-
ument focused on a specific topic or not. Moreover, a categorisation
task was also proposed, whose aim was to determine if generic sum-
maries could effectively present enough information to allow a person
to correctly categorise a document. Regarding the intrinsic evaluation
task (question-answering task), the goal was to measure the content
of a summary with respect to which degree it contained answers to
several topic-related questions.

The tasks involved in the TSC workshops within NTCIR confer-
ences (Fukushima & Okumura, 2001), (Okumura et al., 2004), (Hirao
et al., 2005) also dealt with the evaluation using intrinsic and ex-
trinsic methods. In the first TSC, three tasks were proposed, where
summaries of a specific length were produced. The differences between
them were that in the first task, only important sentences had to be
extracted whereas in the second, automatic generated summaries were
compared to human-made ones. The third task involved extrinsic eval-
uation, and summaries were evaluated in the context of information
retrieval. This task was very similar to the adhoc task of SUMMAC
conference. Multi-document summarisation was first included in TSC2,
in which single-document as well as multi-document tasks were defined.
However, since then, multi-document summarisation became a central
issue, and consequently, in the following conferences (TSC3), the pro-
posed tasks did no longer address the generation of single-document
summaries.

As time goes by, systems evolve and so does the requirements of
summarisers, according to the needs of society. The changes of sum-
marisation requirements and systems over the time line can also be
seen at DUC conferences. At the beginning, the proposed tasks were
aimed at producing generic summaries from a single or several input
documents, but at the end, query-focused summaries were paid more
attention to. One aspect to remark was the attempt to perform cross-
lingual summarisation between English and Chinese in DUC 2004.
This task consisted in producing either very short or short summaries
in English from a set of documents that were previously automatic
translated into English (its original language was Chinese). The con-
cept of novelty and novel information was first addressed in the update
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task of DUC 2007. The goal of this task was to generate a summary
from a cluster of related documents, but taking into account that some
of those documents had already been read by users, so the information
contained in them, did not need to appear in the summary. Regarding
the domain of the documents, the DUC conferences were also focused
in newswire documents.

Besides newswire documents, a well-known source of information
on the Internet, i.e. blogs, was introduced to be dealt with, in the
Opinion Summarization task at the TAC 2008 conference9. However,
due to the difficulty involved in the task itself and type of data (blogs),
this task was out of the scope of TAC 2009, keeping only the update
summarisation task and introducing a new task concerning the auto-
matic evaluation of summaries. Finally, as it was aforementioned, in
TAC 2010, the task concerning evaluation was kept, and generation of
guided summaries was introduced as a new task.

Conference Number of participant groups

SUMMAC (1999) 16

TSC (2001) 9

TSC2 (2002) 8

TSC3 (2003) 9

DUC (2001) 15

DUC (2002) 17

DUC (2003) 21

DUC (2004) 22

DUC (2005) 31

DUC (2006) 34

DUC (2007) 32

TAC (2008) 38

TAC (2009) 39

TAC (2010) 32

Table 2.2. Number of participant groups for each conference.

Table 2.2 shows the number of participant groups for each confer-
ence edition. It is worth realising how this number has risen over the
years, showing the increasing interest in the TS research area. Only in
TAC 2010 the number of participants has dropped. The reason may

9 http://www.nist.gov/tac/tracks/2008/summarisation/index.html
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be the introduction of new tasks for summarisation, such as AESOP,
which is really challenging.

Furthermore, apart from these conferences, specific workshops fo-
cusing only on TS are being organised within important conferences,
such as the Workshop on Multi-source, Multilingual Information Ex-
traction and Summarisation10 (MIMIES), the Workshop on Language
Generation and Summarisation11 (UCNLG+Sum), the Workshop on
Web Search Result summarisation and Presentation (WSSP)12, the 1st
International Workshop on Discovering, Summarising and Using Mul-
tiple Clusterings13, the Workshop on Automatic Summarisation for
Different Genres, Media and Languages14 held in conjunction within
the Association of Computational Linguistics 2011, or the Workshop
on Summarisation organised by the Canadian Conference on Artificial
Intelligence15.

2.2.4 Available Corpora

When attempting to generate summaries automatically, one of the
main challenges researchers have to face is the availability of human-
written summaries (or model summaries). These are used for assessing
the quality of the content selected by automatic summarisers, since
most evaluation tools16 rely on such model summaries to determine
to what extent an automatic summary is good. Building such model
summaries is not a trivial task. Therefore, it leads to great benefits
for the TS research community when specific corpora and datasets are
available. For instance, this allows different approaches to be fairly
compared.

Next, we are going to provide a brief explanation of some of the
best-known summarisation corpora that are available and can be freely
used for academic and research purposes. The corpora used at DUC
and TAC conferences deal mainly with newswire documents gathered

10 http://doremi.cs.helsinki.fi/mmies2/
11 http://www.nltg.brighton.ac.uk/ucnlg/ucnlg09/
12 http://www.wssp.info/2009.html
13 http://eecs.oregonstate.edu/research/multiclust/
14 http://www.summarization2011.org/
15 https://sites.google.com/site/ts11canai/
16 Please refer to Chapter 3 for further details in the evaluation of Text Summari-

sation.
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from several press agencies. The model summaries provided are either
extracts or abstracts written by humans. These model summaries vary
in content, depending on the proposed task in each conference edition
(e.g. single-document or multi-document summarisation). Moreover, a
new collection of documents pertaining to the Blog06 17 was used as
corpora for generating summaries. In this case, instead of providing
complete model summaries in TAC conferences, humans were asked to
select fragments of information that were more relevant to the task,
since summaries were evaluated using the Pyramid method18.

The CAST Project Corpora (Hasler et al., 2003) consist of 163
documents, comprising newswire and articles about popular science.
This corpus differs from others in the sense that, apart from contain-
ing information about the importance of a sentence in a document,
it also indicates which fragments of a sentence can be removed with-
out affecting the sense of the sentence. This fine-grained annotation
is of great help for evaluating the conciseness and coherence of the
generated summaries.

The AMI Meeting Corpus (Carletta et al., 2005) was developed
as part of the AMI project19 and it consists of 100 hours of meeting
recordings in English. Although it is not specifically for TS, it can also
be adapted for this type of summaries, and it provides abstractive and
extractive human-written summaries as well.

The Multilingual summary evaluation data (Turchi et al., 2010) is a
set of documents related to four topics (genetic, the-conflict-between-
Israel-and-Palestina, malaria, and science-and-society). Each cluster
contains the same 20 documents in seven languages (Arabic, Czech,
English, French, German, Russian and Spanish). In addition, the rel-
evant sentences of each document are manually annotated, and as a
consequence, this dataset is very appropriate for evaluating single- or
multi-document, as well as multi-lingual extractive summarisation sys-
tems.

Also for multi-lingual summarisation, particularly for English and
German but in the context of image captioning generation, Aker and
Gaizauskas (2010b) developed a corpus of 932 human-written abstrac-
tive summaries that describe the most relevant facts of object types

17 http://ir.dcs.gla.ac.uk/test collections/access to data.html
18 Please see Chapter 3 for more details about this method.
19 Project reference: FP6-506811
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found in Wikipedia. For instance, given the object zoo, model sum-
maries for Edinburgh Zoo, or London Zoo are provided. The model
summaries were collected first for English and then automatically
translated to German. In order to assure that the translation was cor-
rect, a manual post-editing process was carried out, where the wrong
translated sentences were corrected.

The ESSEX Arabic Summarisation Corpus (El-Haj et al., 2010)
was created using a crowdsourcing service (i.e., Amazon’s Mechani-
cal Turk20). This corpus includes 153 Arabic articles and 765 human-
written extractive summaries.

Table 2.3 provides the source where each of the corpora can be
downloaded or requested.

Corpora Source

DUC corpus http://duc.nist.gov/data.html

TAC corpus http://www.nist.gov/tac/data/index.html

CAST corpora http://clg.wlv.ac.uk/projects/CAST/corpus/

AMI Meeting Corpus http://corpus.amiproject.org/

Multilingual summary
evaluation data

http://langtech.jrc.ec.europa.eu/JRC Resources.html

Image Captioning Cor-
pus

http://staffwww.dcs.shef.ac.uk/people/A.Aker/

ESSEX Arabic Sum-
marisation Corpus

http://privatewww.essex.ac.uk/ melhaj/easc.htm

Table 2.3. Corpora for Text Summarisation.

2.3 Text Summarisation in the Current Context

Text Summarisation (TS) is a dynamic area of research that evolves
according to new society requirements and/or users’ needs. Therefore,
once the most common approaches and techniques with respect to TS
have been explained, it is worth explaining how this research area is
addressed when new genres, domains and types of summaries appear.

20 Please see Chapter 3 for more detail about research using crowdsourcing services.
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The purpose of this section is to provide an overview of new types
of summaries and scenarios into where TS has evolved in recent years.
Apart from the classical summarisation types, such as single- or multi-
document summaries, generic or query-focused, etc. there are several
interesting novel types of summaries, where specific objectives are pur-
sued (e.g. sentiment-based summaries). Consequently, a review of re-
cent types of summaries is provided in Subsection 2.3.1. In addition,
the emergence of new scenarios is also interesting for TS. Rather than
carrying out research into the same datasets traditionally based on
newswire or scientific documents, in recent years, novel domains, such
as literary text, patents, or blogs have been paid a lot of attention to.
Subsection 2.3.2 addresses these issues.

2.3.1 New Types of Summaries

In the remaining of this subsection, different types of summaries that
have recently appeared are going to be described. It is worth stressing
upon the fact that the types of summaries next described mostly fo-
cus on user’s needs, or attempt to efficiently deal with vast amounts
of information. Regarding the former, we have selected personalised,
update and sentiment-based summaries, since their common goal is
to produce a summary, the content of which is determined directly by
user requirements (users have to delimit what type of information they
are interested in). With respect to the latter, surveys and abstractive
summaries are analysed, because they represent two good examples of
summaries that have to be built employing techniques that go beyond
the simple concatenation of sentences, and currently it seems that this
is the tendency and final goal of TS systems.

Personalised summaries. Their purpose is to provide a summary
containing the specific information a user is interested in. This means
that different users may have different needs, so that summarisation
systems have to determine the user profile before they select the rele-
vant information that will be included in the final summary.

In (Agnihotri et al., 2005) the user profile is created by means of
a statistical mapping method from the users’ personality traits identi-
fied using tests. The analysis performed over 59 users showed that only
some traits (e.g. gender) and some features (e.g. text) were of help for
personalising the summary. The main drawback of this approach is
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the limited data it is used for the experimental set-up and due to the
difficulty of the task, the experiments in another environment are very
hard to replicate. Regarding also personalised summaries, in (Dı́az &
Gervás, 2007) an approach to produce newswire summaries that con-
tain relevant information for a given user profile is proposed. Their
idea is to select those sentences that are the most relevant to a given
user model. This is done by calculating the similarity between the
user model for a specific individual and each one of the sentences in
the document, so depending on which part of the model is chosen to
compute the similarity, several possible personalised summaries can be
obtained. The user-model is determined by the combination of the spe-
cific domain-features, a set of keywords, which reflects the information
needs that do not change across the time, and a relevance feedback
tier, which takes into account the changes given by users’ feedback.
The extensive set of experiments carried out showed the appropriate-
ness of this type of summaries, achieving the summaries around 60%
for the recall metric.

In (Kumar et al., 2008), personalised summaries are generated
based on the area of expertise and personal interests of a user. With
this purpose, a user background model is developed taking as a ba-
sis the information found on the Internet with regard to a person,
such as his/her personal Web page, or on-line publications. Once the
user profile has been identified, the relevance of the sentences is deter-
mined according to this profile. Two scoring functions, one for generic
information and one for user specific are proposed. The first one re-
lies on term frequency to extract the most relevant generic sentences,
whereas the second one computes the probability of the generic sen-
tences to contain also user specific information. Then, in the summary
generation stage, the top ranked sentences are selected and extracted.
Although this approach is very interesting, its main difficulty is that
name entity disambiguation should be performed when looking for
specific information about a person on the Internet. This would be
essential because it may happen that people share the same name but
they are totally different (e.g. George Bush could refer either to the
US president from 1989 to 1993, or to the US president from 2001 to
2009 – i.e., his son).

In (Berkovsky et al., 2008), a preliminary user evaluation is con-
ducted in order to assess different aspects of users’ attitudes towards
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personalised TS. Three experiments are suggested with the purpose
of analysing this issue. Firstly, whether the personalisation of sum-
maries has the desired effect on users or not is evaluated. Then, the
impact of summary length is analysed. Finally, the degree of faithful-
ness between the personalised summaries and the original documents
is assessed. The conclusions derived from the analysis are very prelim-
inary. It is shown that the more personalised information a summary
contains, the better. It is also claimed that users prefer not too short
nor too long summaries; however, no clues about which should be the
optimal length are given.

Update summaries. Update summarisation attempts to generate
summaries taking into consideration that users have a background
knowledge of the topic they want to read about, so they are only
interested in the most recent events related to that topic. This type
of summaries emerged thanks to the task proposed at DUC and TAC
conferences.

In order to generate update summaries, the approach described in
(Sweeney et al., 2008) consists in incorporating novelty to summaries,
by minimising the content overlap between a summary sentence and a
potential candidate one. In (Witte et al., 2007), (Bellemare et al., 2008)
and (Li et al., 2009a) update summaries are built on the basis of clus-
ter graph data structures, which are based on the context and on the
set of documents that are going to be summarised. A sentence rank-
ing scheme is proposed depending on the overlap between sentences
from clusters and the context, so in the end ranks are established and
summaries are generated by selecting sentences from each rank. The
approach suggested in (Li et al., 2008), defines the concept of history
(those documents already known by a reader), and introduces a new
type of features (filtering features), which reflect that the summary is
summarised with its history. Therefore, in such cases, filtering features
can be calculated through two different similarity metrics to exclude
those sentences which are similar to the history. One of these similar-
ity metrics is based on the cosine distance formula, whereas the other
one takes into consideration unigrams, bigrams and syntactic func-
tions of the words and combines all of them linearly to obtain finally
a similarity metric.

Machine learning algorithms are also exploited for generating up-
date summaries. Schilder et al. (2008) rely on FastSum summarisa-



2.3 Text Summarisation in the Current Context 41

tion system (Schilder & Kondadadi, 2008) which uses SVM, but, in
this new version, features related to new and old information, such
as new/old entities, new/old word/document frequency are also taken
into account. Such features penalise sentences that are similar to the
previously selected ones. Moreover, in (Fisher et al., 2009), similar-
ity metrics are used as features within a supervised machine learning
paradigm, a perceptron ranker, rather than being used to directly rank
sentences. Together with these features, a discourse segmentation tool
is also employed to determine potential sub-sentential units to be in-
cluded in the summary as well.

In recent approaches, such as (Liu et al., 2009) and (Nastase et al.,
2009), the background information is taken from Wikipedia articles.
In the former approach, Wikipedia is used to produce a summary,
taking the first paragraph of the entry related to a topic, and then
computing the similarity between the potential summary sentences to
the ones already contained in the Wikipedia-based summary. The sen-
tences with lower similarity will be selected for the update summary.
The latter uses Wikipedia to retrieve concepts that are discussed in
the set of documents to summarise. This way, it is possible to predict
which concepts are more likely to be found in well-formed summaries.
Apart from Wikipedia knowledge, this approach also performs sen-
tence compression to give the final summary an abstract nature. The
results shown that Wikipedia is a useful resource to exploit due to
the amount of information it contains and the way this information is
structured.

Sentiment-based summaries. In recent years, the subjectivity ap-
pearing in documents has led to a new emerging type of summaries:
sentiment-based summaries, which have to take into consideration the
sentiment a person has towards a topic, product, place, service, etc.
Consequently, TS and sentiment analysis, also known as opinion min-
ing, have to be combined together in order to produce this type of
summaries. Sentiment analysis provides the sentiment associated to
a document at different levels (document, fragment, sentence or even
word-level) (Pang & Lee, 2008), whereas TS identifies the most rele-
vant parts of a document and build from them a coherent fragment of
text (the summary). Regarding sentiment-based summaries, opinions
have to be detected and classified first, according to their subjectiv-
ity (whether a sentence is objective or subjective, for instance), and
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then to their polarity (positive, negative or neutral). Further on, TS
is in charge of determining which sentences will be included in the
summary, thus generating the final summary. Sentiment-based sum-
marisation systems that participated in the Opinion Summarization
Pilot Task of TAC 2008 conference, such as (Conroy & Schlesinger,
2008), (He et al., 2008a), (Balahur et al., 2008), or (Bossard et al.,
2008) follow these steps.

However, out of the scope of the TAC competition, other interest-
ing approaches can be found as well. For instance, in (Beineke et al.,
2004) machine learning algorithms are used to determine which sen-
tences should belong to a summary, after identifying possible opinion
text spans. The features found to be useful to locate opinion quotations
within a text included location within the paragraph and document,
and the type of words they contained. Similarly, in (Zhuang et al.,
2006) the relevant features (e.g. screenplay, actors for a movie) and
opinion words together with their polarity (whether a positive or a
negative sentiment) are identified, and then, after identifying all valid
feature-opinion pairs, a summary is produced, but focusing only in
movie reviews. Normally, on-line reviews contain also numerical rat-
ings that users give when providing a personal opinion about a prod-
uct or service. The approach described in (Titov & McDonald, 2008)
proposed a Multi-Aspect Sentiment model. This statistical model uses
aspect ratings to discover the corresponding topics and extract frag-
ments of text. Moreover, in (Lerman & McDonald, 2009), an approach
to produce contrastive summaries in the consumer reviews domain is
suggested. Contrastive summarisation refers to the problem of genera-
ting a summary for two entities in order to highlight their differences,
for example, different people’s sentiments about several products. In
order to produce this type of summaries, they adapt the Sentiment
Aspect Match model described in (Lerman et al., 2009), originally de-
signed to generate single product sentiment-based summaries. This
model determines which sentences to extract comparing the average
sentiment of a sentence with respect to the average sentiment of the
specific entity, thus selecting the closest ones.

Survey summaries. The goal of this type of summaries is to provide
a general overview of a particular topic or entity. They are generally
long rather than short, because they attempt to capture the most
important facts concerning a person, for instance. Next, we focus on
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biographical summaries, survey summaries and Wikipedia articles as
three of the most recently TS types that can be categorised within this
group.

The challenge of producing summaries from biographies was pre-
sented in (Zhou et al., 2004). The idea behind multi-document bi-
ography summarisation is to produce a piece of text containing the
most relevant aspects of a specific person, answering questions, such
as “Who is Barack Obama?”. To accomplish this task, several ma-
chine learning algorithms are used to classify sentences (Näıve Bayes,
SVM, and Decision Trees). Moreover, redundant information is re-
moved in a later stage. A similar biographical summarisation system,
which also employs machine learning techniques, is described in (Bi-
adsy et al., 2008). The difference with the aforementioned one is that a
binary classifier is used to discriminate between biographical and non-
biographical sentences, and then a SVM regression model is trained to
reorder biographical sentences extracted using Wikipedia as a corpus.
The final stage of this approach is to employ a rewriting heuristic to
create the final summaries.

Another interesting approach is to use citations from articles. In
(Kan et al., 2002) it was shown that from bibliographical entries it
was possible to produce an indicative summary. The main idea be-
hind this assumption is that such entries contain informative as well
as indicative information. For example, details about the resource or
metadata, such as the author or purpose of the paper. In their re-
search, a big annotated corpus (2,000 annotated entries) is developed.
Following the idea of generating summaries from this type of input
information, in (Qazvinian & Radev, 2008) citations are analysed to
produce a single-document summary from scientific articles. The fi-
nal objective is to generate summaries about a specific topic. Also,
the work described in (Mohammad et al., 2009) addresses this topic
and consequently presents some preliminary experiments of the useful-
ness of citation text to automatically generate technical surveys. Three
kinds of input are used (full papers, abstracts and citation texts), and
already existing summarisation systems are taken into consideration
to create such surveys, for instance LexRank (Erkan & Radev, 2004),
Trimmer (Zajic et al., 2007), and C-RR and C-LexRank (Qazvinian
& Radev, 2008). Among the conclusions drawn from the experiments,
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it was shown that multi-document technical survey creation benefits
considerably from citation texts.

Different from these approaches, Sauper and Barzilay (2009) sug-
gest the automatic creation of Wikipedia articles using domain-specific
templates which are induced from human-generated documents. For
producing such articles, a search engine is employed to retrieve doc-
uments related to a topic, which are considered as the input of the
summarisation process. Following the same structure of a Wikipedia
article, the appropriate information for each section is determined by
machine learning techniques, training excerpts based on how represen-
tative they are to a selected topic.

Abstractive summaries. To simplify the problem of summarisation,
most approaches follow an extractive paradigm, by outputting the
most relevant sentences of a document/s without doing any changes.
Although it is a widespread method, the resulting summaries often
present several problems with respect to their quality, such as the lack
of coherence or “dangling anaphor”. The abstractive paradigm can
solve these limitations, since it attempts to produce new text from the
fragments of information or concepts identified as relevant. Despite not
being a novel issue, in recent years, research in abstraction has been
fuelled, due to the fact that information is repeated across documents,
and specific ways of conveying and presenting such information are
required.

In addition, several analysis have been conducted to understand
how humans summarise (Jing & McKeown, 2000), (Jing, 2002). As
a consequence, the basic operations to transform source information
into summary information are analysed. For instance, (Hasler, 2007)
claims that the technique humans often do is to copy and paste the
same material present in the source documents. However, some slightly
changes are applied in most of the cases, and two types of operations,
atomic and complex, are identified, involving deletion, insertion, re-
placement, reordering or merging (the first two are atomic operations
while the last three are complex). From the evaluation carried out
in terms of coherence, the results showed that 78% of the abstracts
were more coherent than extracts. In (Fiszman et al., 2004) an ap-
proach to generate abstracts from biomedical documents is proposed.
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The main idea is to identify semantic predicates using SemRep21 and
then produce the summary in a schematic way. The summarisation
process comprises the identification of such predicates, and the con-
nectivity between them. Further on, the novelty and the salience of
each predication is computed based on term frequency counts. Sag-
gion (2009) suggests a novel approach to combine different fragments
of information that have been extracted from one or more documents.
From a predefined vocabulary (e.g. to address, to indicate, to report,
etc.) the algorithm is able to decide which of these expressions is more
appropriate for a sentence, depending on the content and the partial
abstract generated. The motivation under this research is to study
to what extent the addition of extra information not present in the
source documents is useful and benefits the abstraction process. Using
machine learning techniques and experimenting with different types
of classifiers (e.g. Decision Trees), results showed that the best clas-
sifier was able to correctly predict 60% of the cases. This classifier
was based on summarisation features, including linguistic, semantic,
cohesive, discourse or positional information.

Furthermore, sentence compression (Zajic et al., 2007), (Clarke &
Lapata, 2006), and sentence fusion (Barzilay & McKeown, 2005b),
(Marsi & Krahmer, 2005) are also quite employed when attempting to
generate abstractive summaries. In particular, graph-based algorithms
used for such purpose have been proven to be very successful (Filip-
pova & Strube, 2008), (Filippova, 2010). Regarding sentence fusion,
in (Filippova & Strube, 2008) related sentences are represented by
means of dependency graphs, and then the nodes of such graphs are
aligned taking into account their structure. Then, Integer Linear Pro-
gramming (Schrijver, 1986) is used to generate a new sentence, where
irrelevant edges of the graphs are removed, and an optimal sub-tree
is found employing structural, syntactic and semantic constraints. For
sentence compression, Filippova (2010) suggests a method based on
word graphs, where the shortest path is computed to obtain a very
short summary (only one sentence) from a set of related sentences.
In (Liu & Liu, 2009), the authors attempt to transform an extractive
summary into an abstractive one in the context of meeting summari-
sation by performing sentence compression.

21 http://skr.nlm.nih.gov/papers/index.shtml#SemRep
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Natural Language Generation (NLG) is also applied for producing
abstractive summaries. In (Yu et al., 2007) very short summaries are
produced from large collections of numerical data. The data is pre-
sented in the form of tables, and new text is generated for describing
the facts that such data represent. Firstly, the data has to be analysed,
and understood before generating the descriptions, and in the last step
a NLG module is used, which specifically accounts for three types of
information to generate: background information, overall description,
and most significant patterns found in the data collection. Belz (2008)
also proposed a TS approach based on NLG to generate weather fore-
casts automatically, but focusing mainly on the NLG stage.

Other abstractive approaches rely on the use of templates to struc-
ture the information that has been previously identified, for instance
using an information extraction system. In (Kumar et al., 2009) an
attempt to generate reports from the event information stored in
databases from different domains (biomedical, sports, etc.) is pre-
sented. Human-written abstracts are used to determine the informa-
tion to include in a summary, where some templates are generated and
patterns to fill in such templates are identified in the texts. Similarly,
in (Carenini & Cheung, 2008) patterns are also identified, but since
the aim is to generate contrastive summaries, discourse markers indi-
cating contrast such as “although”, “however”, etc. are also added to
make the summary sound more naturally.

2.3.2 New Scenarios for Text Summarisation

Although most of the research work in TS has traditionally been
focused on newswire (Gotti et al., 2007), (Nenkova et al., 2005),
(Nenkova, 2005), scientific documents (Jaoua & Hamadou, 2003),
(Teufel & Moens, 2002), or even legal documents (Saravanan et al.,
2006), (Cesarano et al., 2007), these are not the unique scenarios in
which TS approaches have been tested on. Next, several new scenarios
in which TS has been also applied are described. From the analysis of
TS in such scenarios, it is worth stressing upon the fact that, although
the nature of the documents is totally different across domains, and it
may seem that each domain would need a different manner to tackle
the TS process, in practice, the techniques employed do not experiment
great changes. It can be seen that statistical or positional features are
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the preferred ones. In some cases, specific vocabulary is added, but
generally minor changes are performed to adapt TS approaches to
other scenarios. Hence, the following discussion may arise: “Would it
be better to develop generic systems for a wide range of scenarios, al-
though with moderate performance, or to build very specific systems
that could obtain a higher performance?”. Moreover, since some fea-
tures, such as term frequency or inverse-document frequency can be
considered domain-independent, an appropriate approach could be to
combine this type of features with domain-specific ones within the
same TS process. This would allow that, for each domain, the process
could benefit from issues such as specific vocabulary or the structure of
the documents, thus increasing its performance in the specific scenario
with respect to a generic TS on their own.

In the remaining of this subsection, TS generated in the context of
literary texts, patent claims, image captioning, and the new born Web
2.0 textual genres is explained.

Literary text. Attempts to summarise literary texts, either short sto-
ries (Kazantseva, 2006) or longer texts, i.e. books (Mihalcea & Ceylan,
2007) have also been addressed in recent years. In (Mihalcea & Ceylan,
2007), the difficulties of TS when addressing book summarisation are
analysed, building a benchmark, where the evaluation of book’s sum-
maries is specifically targeted. Moreover, several techniques for book
summarisation are suggested as well, for instance text segmentation,
suggesting a summarisation approach based on the already existing
system MEAD (Radev et al., 2001), with some particular changes, in
order to adapt the system to long-document summarisation. Further
on, in (Ceylan & Mihalcea, 2009), two kinds of summaries are gen-
erated: objective and interpretative summaries. The former contains
information about the events occurring in the books and their plot,
whereas the latter attempts to capture the author’s ideas and thoughts.
From this analysis, it is found that approximately 48% of the objective
summaries can be reconstructed by cut-and-paste operations from the
original document. However, for interpretative summaries, this number
decreases to only 25%.

For short stories (Kazantseva, 2006), indicative summaries are gen-
erated in order to help the user to decide whether to read or not the
whole document. The relevant information to include is determined
based on linguistic traits, such as grammatical tenses, temporal ex-
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pressions, voice, meaning of the verb, and type of speech (direct or
indirect).

Patent claims. The particular writing style of patents, although dif-
ficult to process due to the kind of language employed, has been also
targeted for TS. An interesting approach performing at approximately
60% (F-measure) can be found in (Mille & Wanner, 2008) where a
multi-lingual summarisation system for Spanish, English and French
is developed taking advantage of the structure of the patent claims
and employing discourse and semantic features as well as dependency
patterns for the summarisation process. They also perform linguistic
simplification in order to give the resulting summaries an abstractive
nature. A complete text mining approach for patent analysis, includ-
ing a TS stage is proposed in (Tseng et al., 2007). With respect to
TS, the extractive process ranks sentences based on the frequency of
keywords, similarity to the title of the patent claim, and the cue words
it contains. Also, positional features are considered. Finally, all these
features are combined in a linear way and the highest weighted sen-
tences, up to a desired length, are selected to form the final summary.
Key phrases are also identified and used as features for determining the
relevance of a sentence in (Trappey & Trappey, 2008). Moreover, clus-
tering techniques are employed to obtain the information density of a
sentence. However, different from the previous approaches, the novelty
of this approach relies on incorporating domain-specific features based
on phrases and topic sentences for a given patent document. Trappey
et al. (2009) extend the previous work with ontological knowledge in
order to retrieve the domain-specific keywords and phrases using con-
cept hierarchies and semantic relationships. Results are evaluated in
terms of compression and retention ratios. The compression ratio is
the ratio of the word counts between the summary and its original
document, whereas the retention ratio indicates the average value of
the recall ratio and the precision ratio. Results show that the best com-
pression ratio is 20%, which is line of state-of-the-art (Morris et al.,
1992). In addition, it is proven that the use of ontologies improves the
retention ration.

Image captioning. The need of producing short descriptions of im-
ages can also be seen as a TS problem, where a summary is produced
from a set of related documents referring to an image annotated with
geographical information. In (Deschacht & Moens, 2007) image cap-
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tions using the associated information related to an image are pro-
duced. They benefit from the immediate context of the image to ex-
tract such information, for instance, text in HTML tags. Their main
purpose is to correctly detect and classify entities appearing in images,
and then, calculate the salience of such entity with the final goal to
produce a short annotation for the image. Similarly, in (Feng & La-
pata, 2008) an image annotation model which is able to learn image
captions from auxiliary documents and noisy annotations is suggested.
The auxiliary documents are very useful for this task since they can
provide important information related to the image, thus allowing to
generate more accurate image descriptions.

Aker and Gaizauskas (2009) propose an approach based on lan-
guage models (n-grams) to generate 250 word-length summaries for
image captions using the corpora described in (Aker & Gaizauskas,
2010b). The results obtained are very encouraging, being later im-
proved by means of dependency patterns (Aker & Gaizauskas, 2010a),
which performed very close to the ones obtained using the first para-
graph of Wikipedia articles as summary baseline. Furthermore, in
(Plaza et al., 2010), two TS approaches based on statistical features
(term frequency and noun-phrase length) and semantic-graphs using
WordNet concepts, are also tested within the same corpus. Results for
both approaches were acceptable, obtaining around 10% in recall ac-
cording to ROUGE-SU4 metric, and improving the language models
approach originally proposed in (Aker & Gaizauskas, 2009).

Web 2.0 textual genres. Summaries of new textual genres, such as
blogs (Balahur-Dobrescu et al., 2009), (Lloret et al., 2009), reviews
(Balahur & Montoyo, 2008b), (Zhuang et al., 2006) or threads (Zajic
et al., 2008), (Balahur et al., 2009) can also be found in the litera-
ture. The summarisation techniques used within these approaches are
in the line of the ones presented in Section 2.3.1 (sentiment-based
summaries), being the integration of sentiment analysis techniques es-
sential for generating summaries from these new genres born with the
social Web. Focusing on TS, in (Balahur et al., 2009), the techniques
employed are based on term frequency counts, whereas in (Balahur-
Dobrescu et al., 2009) summaries are generated using Latent Semantic
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Analysis22. Other approaches, such as the one proposed in (Zhuang
et al., 2006) simply rely on the output of a sentiment analysis sys-
tem to group sentences according to their polarity without taking into
consideration any TS technique.

2.4 Combining Text Summarisation with HLT

Applications

The goal of this section is to present how summaries can help other
systems, therefore analysing the applicability of TS within other in-
telligent systems. This can be considered as a manner of indirectly
evaluating summaries, also known as extrinsic evaluation. Summaries
can be a good way to allow systems to spend less processing time, if
they are used instead of the whole document. Moreover, at the same
time, summaries can be suitable for removing noisy information, thus
keeping only the really important one. These aspects are derived from
the definition of a summary itself, where a summary is a brief but ac-
curate representation of the contents of a document or a set of them.
In light of this, summaries can help both applications and users to
save time. In this section, we are interested in carrying out a deep
analysis of the usefulness of TS for other HLT applications, such as
the ones explained next. In particular, we focus on information re-
trieval (Subsection 2.4.1), question answering (Subsection 2.4.2) and
text classification (Subsection 2.4.3).

2.4.1 Text Summarisation with Information Retrieval

The goal of Information Retrieval (IR) is to find material (usually
documents) of an unstructured nature (usually text) that satisfies an
information need within large collections (usually stored on comput-
ers) (Manning et al., 2008). TS has been combined with IR from a
double perspective. Several approaches use summaries to benefit IR,
for example at the indexing stage, improving the time to retrieve doc-
uments, as well as its performance, whilst others take as the input

22 Latent Semantic Analysis is a technique that is used to analyse relationships
between a set of documents and the terms they contain by producing a set of
concepts related to the documents and terms.
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for TS the output of IR systems (i.e. the documents retrieved by the
IR system). Moreover, in some cases, instead of the traditional snip-
pets provided by IR systems, summaries are presented as output. For
instance, in (Kan & Klavans, 2002), summaries are employed as an
alternative visualisation of the documents coming from a standard IR
framework. Moreover, the optimal length that a summary should have
in order to be useful for users is analysed in (Kaisser et al., 2008), con-
cluding that the preferred length by the users depends on the type of
the query. However, the most common approach is to combine IR and
TS in the following manner: the documents related to a topic are re-
trieved first, and then, a summary taking into account these documents
is generated. Therefore, IR helps to gather only relevant documents to
a query, while TS selects the most important information from them.
Radev and Fan (2000) propose a domain-independent multi-document
summariser that generates summaries from Web search results. Sim-
ilarly, SWEeT (Steinberger et al., 2008) relies on a search engine to
retrieve relevant documents to a query from the Web, and then sum-
marisation techniques based on Latent Semantic Analysis are used to
identify and extract the most important sentences from the retrieved
documents using, at the same time, cosine similarity to avoid redun-
dancy in the final summaries. The QCS system (Dunlavy et al., 2007)
also integrates a IR module but, instead of retrieving documents di-
rectly from the Internet, it does so from a static document collection.
Once the relevant documents have been retrieved, the system clusters
them according to their main topic, and finally a summary is produced
for each cluster. The summarisation process is performed in two steps.
Firstly, a single-document summary is generated for each document
cluster, and then those extracted summary sentences are taken into
account to produce the final summary. The way sentences are selected
to become part of the summaries is by using Hidden Markov Models,
computing the probability of a sentence with regard to whether it is a
good summary sentence or not.

Less research has been carried out to analyse how text summaries
can be beneficial for the IR process. In (Sakai & Spärck Jones, 2001)
it was proven that generic summaries with a compression rate ranging
from 10% to 30% were the most appropriate ones for the indexing
stage in IR, concluding that a summary index was as effective as the
full text index, for precision-oriented search. In (Szlávik et al., 2006),
whether or not summarisation is useful in interactive XML retrieval is
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investigated, thus providing summaries from XML elements in order
to allow users to browse and judge XML documents more easily.

2.4.2 Text Summarisation with Question Answering

The objective of Question Answering (QA) is to automatically answer
simple or complex questions posed in natural language (Strzalkowski &
Harabagiu, 2007). Specific research where different TS approaches have
been integrated into a QA system can be found in the literature. The
approach suggested in (Mori et al., 2004) analyses the effectiveness of
topic signatures in the multi-document QA summarisation context for
a particular type of questions. The generated summaries were about
people and contained the answer to the question “Who is X?”, where
X is a person. It was found that, although topic signatures were able
to capture information emphasised in the corresponding source texts,
this was not sufficient, as human-written summaries also contained
some details that were mentioned, despite not being emphasised.

An interesting approach to QA is presented in (Demner Fushman
& Lin, 2006), where TS and IR techniques are combined to provide
answers to questions belonging to the medical domain. Questions like
“What is the best drug treatment for X?” are tackled by identifying
the drugs from a set of citations first, and then clustering the corre-
sponding abstracts, so that a short extractive summary can be pro-
duced for each of them. The summaries are generated by outputting
the title of the abstract, the main intervention, and the top-scoring
sentence, which is determined using supervised machine learning tech-
niques. Also in the medical domain, the BioSquash system (Shi et al.,
2007) summarises multiple biomedical documents answering a specific
question. The system, based on a generic summariser, has four main
components. The Annotator module annotates the documents and the
question with syntactic and shallow semantic information, and then
the relations between concepts in the documents and the questions
are determined by the Concept Similarity module. The remaining mod-
ules, the Extractor and Editor modules, focus on content selection and
linguistic readability, respectively. The final result is a fluent summary
relevant to a question concerning the biomedical domain.

Finally, the QAAS system (Torres-Moreno et al., 2009) has resulted
from the integration of a TS system with a QA system. In this ap-
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proach, a generic multi-document summariser of several compression
rates is coupled with a QA system, thus allowing the document search
space to be reduced, compared to the whole document. The results ob-
tained show that the number of correct answers returned by the com-
bined system increase. The generic summariser is also used to identify
informative textual zones in documents. However, the limitations of
using generic summaries for QA are identified, and for this reason,
the generic summarisation system is adapted to a query-focused one
by doing query expansion and re-scoring the sentences selected by the
generic summariser according to the terms of the question.

Apart from these approaches, the inverse combination, QA applied
to TS can also be found in the literature. In (Mori et al., 2005), a
QA engine is used to help determine sentence importance, which is
calculated based on the scores produced by the QA system and a
set of queries. The final objective is to generate a summary, and for
this purpose, the QA engine is finally integrated into a generic multi-
document summariser.

2.4.3 Text Summarisation with Text Classification

Text Classification (TC), also known as text categorisation, aims at
automatically sorting a set of documents into categories from a pre-
defined set (Sebastiani, 2002). In (Ker & Chen, 2000), summarisation
features (i.e. position and word frequency) are used to categorise news
according to different categories (e.g. “money”) reaching 82% for the
precision value. Taking text summaries instead of full documents is the
approach suggested in (Shen et al., 2004), under the assumption that
they may be a good noise filter. Since Web pages contain too much ir-
relevant information which can be detrimental for TC, summaries can
extract the most important information, producing a new text, which
is then used for classification purposes. The TS approaches used are
based on term frequency and Latent Semantic Analysis. They carry out
a large experimentation with more than 150,000 Web pages and 64 cat-
egories. The results obtained show that the proposed summarisation-
based classification algorithm improves approximately 8.8% compared
to the full documents. The same idea and dataset is analysed in (Shen
et al., 2007) where, in addition, the optimal compression rate for sum-
maries is studied. Summaries of 20% and 30% reach the best results.
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However in the range from 10% to 40%, it is proved that text sum-
maries can improve the classification performance to some extent over
the full documents.

The rating-inference task can be seen as a particular type of TC.
Its goal is to identify the author’s evaluation of an entity, product,
service, etc. with respect to an ordinal-scale based on his/her tex-
tual evaluation of the entity (Pang & Lee, 2005). Therefore, it can be
considered as an opinion classification problem. Usually, opinions are
classified with regard to two or three dimensions, subjective vs. objec-
tive, or positive vs. neutral vs. negative, respectively (Wilson et al.,
2005). However, it is frequent to find texts where users give a score,
depending on how much they liked or not a product, movie, restau-
rant, hotel, service, etc. which is normally associated with a rating
scale (1=worst,...5=best). When tackling this task with short docu-
ments (reviews containing at most three sentences), the classification
process achieves good results (74%) (Saggion & Funk, 2009), whilst it
only reaches 32% when dealing with longer texts. As a consequence,
and taking as a basis the aforementioned assumption concerning the
suitability of TS for filtering noise, in (Lloret et al., 2010) and (Sag-
gion et al., 2010), a preliminary set of experiments is carried out for
predicting the rating of a review using text summaries instead of full
documents. These experiments comprise the analysis of a wide range
of summarisation types of different compression rates. In particular,
generic, query-focused and sentiment-based summaries are studied, to-
gether with several types of baselines, including the first and the last
sentences of a review23. Although it is claimed that query-focused and
sentiment-based summaries may be more appropriate for the rating in-
ference task, this analysis has two main limitations. On the one hand,
this task is very complex, since they work at a very fine-grained granu-
larity, and for instance, the differences between a text rated as 4 from
another one rated as 5 can be very subtle. On the other hand, the
dataset used is very small (only 89 reviews) to obtain strong evidence
on what type of summaries could be more appropriate.

23 Please see Chapter 6, Section 6.4 for more details about this research.
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2.5 Overall Discussion

This chapter presented the state of the art in TS, focusing especially in
the new types of summaries and scenarios raised in the last years. In or-
der to provide some basic background information about this research
area, a brief review of well-known summarisation approaches was also
conducted, grouping these approaches into different groups as far as
the techniques or algorithms employed was concerned. Moreover, in-
ternational forums and conferences with regard to TS that have been
taken place along the years were described, in order to provide a histor-
ical perspective of this research field, highlighting how it has evolved,
and the attention that the research community has paid to it. It is very
interesting to see the impact of TS in the community research, since it
can be concluded that, despite its age and difficulty, it attracts more
and more researchers. Additionally, available corpora specific for TS
was described. Also, we provided a review of new scenarios and types of
summaries, and finally the combination of TS with other HLT-based
systems, in particular, IR, QA or TC was also analysed, since text
summaries can improve the performance of other applications, being
very appropriate to use them in combination with summaries.

The analysis conducted in this chapter allows us to have a basic
background about the past of TS, the current state of the art, and pos-
sible trends for the future. As far as the TS approaches is concerned,
it is worth mentioning that over the years, existing approaches are
changing. For instance, new machine learning algorithms are proposed
for tackling TS; however, the features used do not change too much
with respect to the ones already existing (e.g. term frequency, part-of-
speech, sentence position). What it seems to be changing fast over the
years is the types of summaries, as society has to adapt to new user
requirements. Whereas at the beginning generic and single-document
summarisation were two of the most important types, currently multi-
document and even multi-lingual summarisation have gained great im-
portance due to the vast amount of information we have to deal with
in different languages. This can also be seen in the international fo-
rums devoted to TS, where, year after year, the proposed tracks are
updated.

From the TS approaches described in this chapter, some conclusions
about the tendencies of TS for the future can be drawn. As we previ-
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ously said, the society requirements change, and the information grows
at an exponential rate, which forces TS to adapt to new necessities. For
the next years, multi-document and multi-lingual summarisation will
be essential, since the same information can appear in a high number of
documents but also in different languages. It is worth mentioning that
this information has to be presented in a coherent way, which forces
systems to advance beyond the concatenation of sentences. Therefore,
abstractive paradigms or at least hybrid ones will become one of the
main challenges to face. Hybrid approaches would be capable of identi-
fying and selecting relevant fragments of information, and then merge,
compress or delete such information in order to generate new summary
information. As a consequence, it is possible to take into account the
benefits of extractive and abstractive approaches together. Moreover,
sentiment-based summaries, personalised and update summaries will
be also very important, because users play a crucial role on the Internet
and therefore, a summary should provide the exact information they
require. The presentation of such information is another issue that is
becoming more and more important in the sense that, traditionally, the
input and the output of a TS system is text. However, this tendency is
changing and we can find many approaches summarising other types
of input, such as meetings, or video, or even producing the output in
a format different from text. For instance, this would consist in tak-
ing text as input, but presenting the summary in another format such
as by means of statistics, tables, graphics or visual rating-scales. This
would allow users to visualise the results immediately, and find the
information they are interested in more quickly. Besides, these visual
representations could be also complemented by text summaries.

Despite having more that 50 years old, TS is still alive with a great
interest among the research community. Indeed, this research field is
very dynamic, since it is continuously adapting itself to the new needs
and challenges. Although the performance of TS is still moderate and
the generated summaries are far from perfect, it can be seen how the
combination with other systems leads to the improvement of the over-
all performance of the combined system, helping in the development of
more intelligent systems. All the possibilities that TS offers together
with the extensive application it has in the real world make it an
interesting research area to conduct research into. Therefore, the ac-
quisition of general background to TS, which was the main goal of this
chapter, is essential.
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3.1 Introduction

A lot of research effort has been made to suggest novel approaches ca-
pable of generating good summaries using a wide range of techniques,
for instance statistical features (Teng et al., 2008), graph-based algo-
rithms (Plaza et al., 2008), or machine learning techniques (Kumar
et al., 2009). Furthermore, advances have been partially supported by
well-known international evaluation campaigns, such as DUC1, NT-
CIR2, or TAC3. However, research concerning the evaluation of gen-
erated summaries is less developed. How can a summary be assessed?
Which aspects have to be taken into consideration to determine the
quality of a summary? How can a good summary be distinguished from
a bad one? Are there methods and tools that allow us to do this au-
tomatically? These questions are very difficult to answer even by hu-
mans. The inherent subjectivity associated to what different humans
may think about what a good summary is, may differ greatly. This
fact has been proven in (Donaway et al., 2000), (Mani, 2001b), where
the agreement among human judges with respect to the evaluation of
summaries showed a great variability.

Automatic evaluation of summaries is, indeed, a very challenging
task. This is reflected in the advances achieved in this particular area,
which are slower than in other tasks also based on Human Language
Technologies (HLT). Whereas many researchers focus their attention
on which are the best approaches for identifying the most relevant sen-
tences in a document, methods accounting for the quality of a summary

1 http://duc.nist.gov/
2 http://research.nii.ac.jp/ntcir/outline/prop-en.html
3 http://www.nist.gov/tac/
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are not that much exploited, although in recent years there has been
a surge interest in this issue.

Therefore, the objective of this chapter is to provide an overview of
Text Summarisation (TS) evaluation, describing the main types, meth-
ods and existing resources that contribute to automate this process.
This will allow us to envisage the necessities for the future concerning
the automatic evaluation of summaries.

The structure of the chapter is as follows. In Section 3.2 the two
broad types for evaluating any HLT application are introduced. Then,
Section 3.3 provides an overview of the current evaluation methods
for TS, distinguishing between those that focus on the informativeness
of the summaries (Subsection 3.3.1), from the ones addressing their
quality (Subsection 3.3.2). Moreover, the use of crowdsourcing services
specifically being used for the evaluation of summaries are explained in
Subsection 3.4. Finally, this chapter is concluded in Section 3.5, where
some insights about the tendencies of TS evaluation for the nearest
future are provided.

3.2 Types of Evaluation

Methods for evaluating systems based on HLT can be broadly classified
into two categories: intrinsic and extrinsic (Spärck Jones & Galliers,
1996). In the context of TS, the former evaluates a summary itself,
for example according to its information content, whereas the latter
tests the effectiveness of a TS system on other HLT application (e.g.
question answering). In this case, the summary would be beneficial
for other applications, despite not being appropriate for serving as a
surrogate of a document to be directly used by humans. Therefore, it is
worth stressing upon the fact that evaluating a summary intrinsically
is more challenging than carrying out an extrinsic evaluation.

As far as intrinsic evaluation is concerned, there are different crite-
ria that can be taken into account to evaluate a summary. According
to (Mani, 2001a), it can be distinguished between evaluating the infor-
mativeness or the quality of a summary. Apart from these two, another
one is proposed, fidelity to the source, which determines summary in-
formativeness in the context of the source document, that is, if the
summary contains the same or similar relevant concepts as the source
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document. The most widespread intrinsic methodologies focus on eval-
uating the informativeness of a summary by comparing its content to
a human-written one, also known as model summary or gold standard.
However, due to the inherent subjectivity associated to summaries, it
is very difficult to build a fair model summary. In (Donaway et al.,
2000) and (Mani, 2001b) it was shown how the recall value varied, de-
pending on which human summary was taken as model for comparison
with the automatic one. In contrast, other evaluation approaches are
more concerned with a qualitative evaluation, which aims at evaluat-
ing the quality of a summary with respect to different criteria, such as
grammaticality or coherence.

With respect to the extrinsic evaluation methods, several scenarios
have been proposed as methods for TS evaluation inspired by different
disciplines (Hassel, 2007). Examples of these scenarios are: The Shan-
non Game, which aims at quantifying information content by guessing
tokens, so that the original document can be recreated; The Ques-
tion Game, which tests the readers’ understanding of the summary
and his/her ability to convey the main concepts; The Classification
Game, which consists of determining the category either for original
documents or for summaries, by measuring the correspondence be-
tween them; and Keyword Association, in which a list of keywords
is provided and the goal of the task is to check whether summaries
contain such words or not. Also, in (Mani, 2001a) different extrinsic
evaluation methods are outlined. For instance, relevance assessment,
in which subjects are asked to determine the relevance of a topic, either
in a summary or source document; or reading comprehension, which
involves answering multiple-choice tests having read the summary or
the whole document.

Moreover, as it was analysed in Chapter 2, TS has been successfully
proven to help other HLT applications, such as information retrieval
(Sakai & Spärck Jones, 2001), (Szlávik et al., 2006); question answer-
ing (Shi et al., 2007), (Torres-Moreno et al., 2009), or text classification
(Shen et al., 2007), (Saggion & Funk, 2009). In these approaches, sum-
maries are employed to improve the capabilities of such applications,
and although a summary could be imperfect in its nature, it could be
successfully used to improve their accuracy.
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3.3 Review of the Evaluation Methods

As it was previously introduced, a summary can be evaluated either
intrinsically or extrinsically. Due to the fact that intrinsic evaluation is
more challenging and it has gained great attention in the last years, this
chapter will only focus on this type of evaluation, describing the most
widespread approaches capable of assessing the content of a summary
with respect to the information it contains (Subsection 3.3.1) and its
quality (Subsection 3.3.2).

3.3.1 Informativeness Assessment

According to Hovy (2005), a summary must fulfil two basic require-
ments: its length must be shorter than the source document and it
must contain the most important information. These issues can be
captured by means of the compression and retention ratios. The
former computes the length of the summary with respect to the whole
document, whereas the latter determines how much information is kept
in the summary. Apart from these measures, the informativeness of a
summary has been commonly assessed employing recall, precision
and F-measure (Van Rijsbergen, 1981), adapting these metrics for
the context of TS. In this way, an automatic summary (peer sum-
mary) is compared to a human-written one, and the common sen-
tences between them are measured. Following Nenkova (2006), recall
evaluates which portion of the sentences selected by a human are also
identified by a summarisation system, whereas precision is the frac-
tion of these sentences identified by the summarisation system that
are correct. F-measure is a combination of both precision and recall.
However, by using these metrics, it is possible that two equally valid
summaries are judged very differently. This would happen in the cases
where summary sentences do not match with the sentences contained
in the model summary.

Relative Utility (Radev & Tam, 2003) was then proposed to over-
come this shortcoming. This method allows multiple judges to rank
each sentence in the source document with a score, giving it a value
ranging from 0 to 10, which determines its suitability for a summary.
Therefore, the higher the sentence is ranked, the more suitable for a
summary is. Further on, these weights are used to score each sentence
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in the summary. Factoid score (Teufel & Halteren, 2004) is another
proposed metric to identify atomic information units which represent
the meaning of a sentence (i.e., factoids). The idea is to use several
model summaries as gold standard and measure the information over-
lap among them, identifying the associated factoids and assigning them
a weight based on the degree of agreement found. After that, an au-
tomatic summary is evaluated with respect to the number of factoids
it contains, and their associated weights are employed to score the
summary. The Pyramid method (Nenkova et al., 2007) follows a
similar philosophy. Its goal is to identify information with the same
meaning across different model summaries, called Summary Content
Units (SCUs). Each SCU has a weight depending on the number of
human assessors who expressed the same information, allowing impor-
tant content to be distinguished form less important one. However,
the main drawback of these methods – Relative Utility, factoids, or
the Pyramid – is the fact that human annotations are needed in order
to identify important content, thus resulting in a time-consuming and
a very laborious task. In order to avoid the laborious task to manually
match fragments of text in the peer summaries to the SCUs in the
Pyramid method, an attempt to automatically perform this part of
the process is suggested in (Fuentes et al., 2005). However, the manual
effort needed to detect factoids or SCUs along a collection of model
summaries, is still one main disadvantage.

QARLA, an evaluation framework proposed in (Amigó et al.,
2005) was developed under the assumption that the best similarity
metric to assess a summary should be the one that best discriminates
between manual and automatically generated summaries. Having a set
of model summaries, a set of peer ones, and a wide range of similar-
ity metrics, this framework provides the following types of measures:
QUEEN, which is an estimation of the quality of an automatic sum-
mary; KING, which estimates the quality of a similarity metric; and
finally, JACK, which is used to indicate the reliability of the automatic
summaries set. QARLA provides a total number of 59 different simi-
larity metrics, including for instance recall, precision, sentence length,
or frequency and grammatical distribution metrics.

Relying on the vocabulary overlap (n-grams) between the peer and
model summary for deciding the goodness of the former, ROUGE
(Lin, 2004) is a tool to automatically evaluate a summary. Its name
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stands for Recall-Oriented Understudy for Gisting Evaluation and it
was inspired by BLEU (Papineni et al., 2002), which is a method for au-
tomatically evaluating the output of a machine translation system. The
hypothesis of ROUGE is that if two texts have a similar meaning, they
must also share similar words or phrases. As a consequence, it relies on
n-gram co-occurrence, and the idea behind it is to compare the content
of a peer summary with one or more model summaries, and compute
the number of n-gram of words they all have in common. Different
types of n-grams can be obtained, such as unigrams (ROUGE-1), bi-
grams (ROUGE-2), the longest common subsequence (ROUGE-L), or
bigrams with a maximum distance of four words in-between (ROUGE-
SU4), and based on them, values for recall, precision and F-measure
in the most recent version of ROUGE (ROUGE-1.5.5) are finally ob-
tained, thus determining how good the summary is (the higher recall,
precision and F-measure values, the better). This tool was shown to
have a high correlation with human evaluation (around 80% and 90%
depending on the types of n-grams tested); however, this tool has some
drawbacks in the way it assesses summaries. In (Sjöbergh, 2007), it
was shown that a very poor summary could easily get high ROUGE
scores. In order to prove this claim, a simple summarisation method
was developed, using a greedy word selection strategy. Although the
generated summaries were not good from a human’s point of view,
they obtained good results for some ROUGE values, for example a
recall score of 41% for ROUGE-1, which is acceptable in the state-of-
the-art in TS. In addition, the correlation between ROUGE and model
summaries was shown to be lower than it was claimed, especially in
other types of summarisation, for instance in speech summarisation
(Liu & Liu, 2008). Another drawback of ROUGE is that model sum-
maries are needed beforehand. In order to overcome with the difficulty
of obtaining a set of model summaries, He et al. (2008b) suggest an
alternative method based on ROUGE (ROUGE-C) that allows to
evaluate a summary comparing it directly to the source document,
given that some query-focused information is also provided.

Moreover, in order to address the shortcomings derived from com-
paring fixed n-gram words, AutoSummENG (Giannakopoulos et al.,
2008b) is another automatic n-gram based method recently devel-
oped which has been proven to have higher correlation with human
judgements than ROUGE. This method differs from the other n-gram
methods in three main aspects: (1) the type of statistical information
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extracted (n-gram characters); (2) the representation chosen for this
extracted information (graph), and (3) the method used for calculat-
ing the similarity between summaries. Here, the comparison between
summaries is carried out by building n-gram character graphs first,
and then comparing their representations in order to establish a de-
gree of similarity between the graphs. Moreover, its methodology is
language-independent, so it works in other languages as well.

Other evaluation methods rely on dependency parsing for repre-
senting the information in peer and model summaries with the pur-
pose of being more flexible when comparing the common information
contained in both. Basic Elements (BE) (Hovy et al., 2006) was
proposed as a new evaluation methodology. The underlying idea of
this method is to split a sentence into very small units of content in
order to allow greater flexibility for matching different equivalent ex-
pressions. The small units are called basic elements and are defined
as triplets of words consisting of a head, a modifier or argument, and
their relationship between both (head – modifier – relation). An im-
proved version of this evaluation tool was later developed in (Tratz
& Hovy, 2008). It was called Basic Elements with Transforma-
tions for Evaluation (BEwT-E) and its philosophy was the same
as for BE. However, whereas BE used a predefined and static list of
paraphrases for matching equivalent expressions, BEw-T-E automates
this stage of the process proposing a set of rules capable of iden-
tifying abbreviations, prepositional phrases, nominalisations or syn-
onyms, among others. The main drawback of this method concerns
the use of several language-dependent preprocessing modules for pars-
ing and cutting the sentences. As a consequence, parser resources in
other languages rather than English would be a requirement for us-
ing it when summaries in different languages have to be evaluated.
DEPEVAL(summ) (Owczarzak, 2009) is also a dependency-based
metric. The idea here is similar to BE, and similarly, it compares de-
pendency triples extracted from automatic summaries against the ones
from model summaries. The main difference with BE is that a different
parser is employed. Whereas BE uses Minipar4, DEPEVAL(summ) is
tested with the Charniak parser5.

4 http://webdocs.cs.ualberta.ca/ lindek/minipar.htm
5 http://ftp.cs.brown.edu/pub/nlparser/
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Furthermore, in order to address the shortcomings of different but
equally good expressions, some tools for identifying paraphrases can
also be suitable for assessing summaries. This is the case of ParaE-
val (Zhou et al., 2006). Its objective is to provide a summarisation
evaluation method, facilitating the detection of paraphrase matching.
The paraphrase detection is performed according to a strategy based
on three levels. First, multi-word paraphrases between phrases in the
model summaries and the automatic summaries are identified. Then,
for those fragments that are not matched, the method tries to find
synonyms between single-words, and if this also fails, simple lexical
matching is finally performed.

Instead of relying on n-grams or dependency parsing, GEMS (Gen-
erative Modelling for Evaluation of Summaries) (Katragadda, 2010)
suggests the use of signatures terms to analyse how they are captured
in peer summaries. Signature terms (also known as topic signatures)
are word vectors related to a particular topic. They are calculated on
the basis of part-of-speech tags, such as nouns or verbs; query terms
and terms of model summaries. The distribution of the signature terms
is computed first in the source document and then the likelihood of
a summary being biased towards such signature terms is obtained to
determine how informative the peer summary is. The main difficulty
associated to this approach is to have lists of signature terms belonging
to a topic that could serve to determine the important content of the
source document, and consequently be used to assess the information
contained in the peer summary.

FuSE (Fuzzy Summary Evaluator) and DeFuSE (Dictionary-
Enhanced Fuzzy Summary Evaluator) are two methods proposed in
(Ravindra et al., 2006). These methods also evaluate the informative-
ness of a summary by comparing it to a model one. However, they
rely on a different representation of the text through fuzzy sets. In
the former method, FuSE, each sentence in the peer summary is given
a value indicating its similarity degree with each of the sentences in
the model summaries. This similarity is based on Hamming distance
between collocations. The latter, DeFuSE, is an improved version of
FuSE which also accounts for WordNet6 relationships, in particular for
synonyms. In this way a higher number of concepts can be matched
and the similarity can be captured at a more abstractive level.

6 http://wordnet.princeton.edu/
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Different from the aforementioned methods, an implementation of
Van Dijk’s theories about discourse analysis (Van Dijk, 1972) is pre-
sented in (Branny, 2007). This approach relies on text grammars. A
text grammar is a way of describing a valid text structure in a formal
way, and it takes into consideration the surface and deep structure of
sentences by means of their relationships (microstructures) and the
structure of the text as a whole (macrostructure), respectively. Under
the assumption that vocabulary overlapping is not enough to measure
the informativeness of a summary, this approach identifies first a list of
propositions. Then, humans have to decide whether each proposition
is relevant or not for a summary. Further on, three scores are proposed,
based on: i) informativity (how many propositions are present in the
summary); ii) misinformation (misleading statements of the summary
are detected); and iii) t-grammaticality (which is related to the correct-
ness of the sentences based on orthographical or grammatical issues, as
well as coherence problems). The application of this method on model
and peer summaries shows that human summaries get higher scores
than automatic, as it would have been expected. The main shortcom-
ing of this method is that it is not possible to know how well it would
correlate with human evaluation. Moreover, human intervention is re-
quired for identifying propositions and evaluating the amount of misin-
formation and ungrammaticality summaries have, which is very costly
and time-consuming. Finally, due to the complexity of the method, it
would not be easily scalable.

Although most methods have been developed for English, other
evaluation methodologies have been proposed specifically for languages
such as Chinese or Swedish. HowNet7 (Dong & Dong, 2003) is an elec-
tronic knowledge resource for English and Chinese similar to WordNet,
but differing from it in the way in which word similarity is computed.
Moreover, HowNet provides richer information and each concept is rep-
resented unambiguously by its definition and association links to other
concepts. It is a well-known resource for Chinese, and has been used
in many approaches also for TS evaluation. In (Wang et al., 2008), an
approach for evaluating summaries based on HowNet is proposed. De-
spite the fact that this method is also based on n-gram co-occurrence
statistics similar to ROUGE, its main novelty is the use of HowNet
to compute word similarity, so that synonyms can also be taken into

7 http://www.keenage.com
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consideration. In addition, the authors also claim that this approach
could be also used for detecting a few quality metrics to some extent,
such as conciseness or sequence ordering.

Saggion et al. (2002) suggested a framework for evaluating different
types of summaries both in English and Chinese. The methods used
only relied on vocabulary overlap by means of cosine similarity. More-
over, model summaries were also needed in order to be compared with
peer summaries.

Specific evaluation tools and resources for Scandinavian languages
(mostly Swedish and Norwegian) have been also developed. Dalianis
and Hassel (2001) developed a newswire corpus useful for evaluating
summaries in Swedish (KTH extract corpus) which contains a set of
documents together with the corresponding extracts manually written.
In addition, Hassel (2004) proposed an evaluation framework (KTH ex-
tract tool). This tool is capable to compute some statistics with regard
to the source documents and the summaries. For instance, how close
is a summary with respect to a model one, or which text units appear
more frequently in model summaries. In a similar way, a corpus and a
set of evaluation resources for the Norwegian language are suggested
in (Liseth, 2004).

In the last years, the Automatically Evaluating Summaries of Peers
track proposed at TAC since 2009 has encouraged research into the au-
tomatic evaluation of summary’s informativeness. The objective of this
task is to develop automatic metrics that accurately measure summary
content. Improved versions of the aforementioned approaches were pro-
posed in the context of this task, such as (Giannakopoulos & Karkalet-
sis, 2009) or (Conroy et al., 2009), which experimented with different
approaches based on ROUGE ideas in an attempt to establish novel
appropriate metrics and methods for assessing the informativeness of
a summary automatically.

3.3.2 Quality Assessment

Although the previously explained evaluation methods are useful to
assess the content of a summary, they only provide information re-
garding its informativeness. The way the information contained in the
summary is presented is also very important, since it determines a
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summary’s quality. This is crucial for determining how helpful a sum-
mary is when a user reads it. The evaluation concerning the quality of
a summary taking into consideration issues such as redundancy, coher-
ence, or grammaticality, has always been in mind of the researchers.
However, automatic methods capable of performing successfully with
respect to human evaluations are much more challenging to develop.
Next, we are going to describe several approaches that have been sug-
gested to address this type of evaluation.

The FAN and MLUCE protocols (Minel et al., 1997) were among
the first attempts to assess the quality of an abstract independently
from the source text and the information it contained. Four criteria
were proposed in the FAN protocol: (1) number of anaphora deprived
of referents; (2) rupture of textual segments; (3) presence of tauto-
logical sentences; and (4) legibility of the abstract. However, all these
criteria were evaluated manually by two jurors. In order to facilitate
the process, the idea behind the MLUCE protocol was to enable po-
tential users to evaluate summaries, depending on what they wanted
the summary for. The MLUCE has the same limitation as the FAN
protocol, i.e., all the evaluation process has to be carried out manually.

The evaluation of summary indicativeness and sentence ac-
ceptability was also addressed in (Saggion & Lapalme, 2000). On
the one hand, indicativeness measures whether the summary is able
to extract the topics of the document. The authors focus on scientific
papers, and therefore, indicativeness is computed by comparing the
terms appearing in the summary to the ones included in the abstract
this type of document already contains. Using the abstracts already
given in the document avoids the costly task of producing model sum-
maries again; but there is a limitation regarding this issue, since not
all documents contain an abstract, so in these cases human need would
be necessary. On the other hand, acceptability determines if a selected
sentence by a summarisation system is adequate compared to what hu-
mans would have selected. In this case, human intervention is needed
to evaluate this criterion.

Conroy and Dang (2008) address the need of having tools which
assess the content as well as other linguistic aspects in summaries. For
this reason, ROSE (ROUGE Optimal Summarization Evaluation) was
developed. This tool is based on ROUGE, but in order to account for
linguistic aspects, the idea behind it is to find which ROUGE metrics
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better correlate with the overall responsiveness criteria manually eval-
uated in DUC and TAC conferences. This criterion reflects a combina-
tion of the content and the readability of a summary. In DUC and TAC
conferences, the readability of summaries is evaluated with respect
to five linguistic quality questions (grammaticality, non-redundancy,
referential clarity, focus, and structure and coherence) which do not
involve any comparison with a model summary. In TAC conferences,
responsiveness and overall responsiveness were also included in the
readability evaluation. However, this type of evaluation is manually
performed by expert human assessors, who normally score the quality
of a summary according to a five-point scale. Moreover, in the exist-
ing TS conferences, such as DUC or TAC, expert judges are asked to
evaluate summaries using normally a 5- point scale, consisting of qual-
itative values with respect to a question or statement. For example,
the following question was used in the evaluation performed at DUC
2001:

To what degree does the summary say the same thing over and over
again?
1. Quite a lot; most sentences are repetitive
2. More than half of the text is repetitive
3. Some repetition
4. Minor repetitions
5. None; the summary has no repeated information

The problem associated to this type of questions and answers is
that humans could understand answers such as “some repetitions”,
but this would be very difficult for computers. It would be possible to
map the outermost values into a quantitative scale (i.e., “Quite a lot”,
and “None”). For instance, “none” would mean no repetition at all,
but the boundaries in the middle are very subtle. Moreover, this sort
of statements contains a degree of subjectivity, which is not possible
to capture automatically. All these issues make the task of evaluating
a summary’s quality really challenging and difficult to tackle from an
automatic point of view.

Attempts to automate some of these criteria can be found in the lit-
erature. For instance, we can find some studies to predict text quality
through the analysis of various readability factors (Pitler & Nenkova,
2008). The idea here is to analyse the quality of a text by means of
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different criteria including vocabulary, syntax, or discourse, in order
to account for the correlation between those factors and human read-
ability ratings previously gathered from existing evaluation forums.
Each criterion is modelled in a different way, for instance, vocabulary
is represented in terms of unigrams, and syntax is modelled via fea-
tures, such as average number of noun-phrases or average number of
verb-phrases. Results show that when combining all proposed read-
ability factors, the prediction obtains an accuracy value close to 90%,
and therefore this idea could be applied and extended to evaluate the
quality of a summary.

Text coherence is also an essential characteristic that summaries
should account for. However, it is very difficult to correctly measure
it. Attempts to find automatic approaches to model and evaluate the
coherence of a text can be found in (Barzilay & Lapata, 2005), (Lapata
& Barzilay, 2005), or (Hasler, 2008). These approaches range from the
Centering Theory (Grosz et al., 1995) to the development of syntactic
and semantic models, in order to capture the distribution of entities
in the text, or the degree of connectivity across sentences.

Furthermore, attempts to automatically evaluate the grammati-
cality of a summary have been explored in (Vadlapudi & Katragadda,
2010b). N-gram models, in particular unigrams, bigrams, trigrams and
the longest common subsequence are used for capturing this aspect. In
addition, this problem is considered as a classification problem, where
summary sentences are classified into classes on the basis of their ac-
ceptability. The acceptability parameter is estimated using trigrams.
The proposed methods are evaluated in the same way as summaries
were evaluated in DUC or TAC. Results obtained correlate well (85%
at most) with respect to the already existing manual evaluations. Fur-
thermore, in (Vadlapudi & Katragadda, 2010a), structure and coher-
ence aspects are also investigated on the basis of lexical chains and
the semantic relatedness of two entities. Results achieve a 70% when
measuring the Spearman’s correlation.

Some psycholinguistic studies focused on trying to identify what
a manual summary evaluation involves, as well as potential features
that can influence humans on their decisions when assessing summaries
(Attali & Burstein, 2006). This study concluded that prior knowledge
of the assessor, interest and motivation, as well as reading ability are
factors that highly influence, thus explaining to some extent the great
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variability in opinions when different judges evaluate the same sum-
mary. Moreover, (Ravindra et al., 2006) suggest complexity score as
a novel parameter to evaluate summaries. This parameter accounts for
the difficulty of performing summarisation for a specific task. However,
to automate the evaluation process is very difficult, since it is not ob-
vious to find out a priori what information may be the most relevant
nor specific linguistic traits that help to decide a summary’s quality
automatically.

Furthermore, Latent Semantic Analysis (LSA) (Landauer et al.,
1998) is a technique that has been widely used for scoring essays au-
tomatically. This technique is able to identify relationships between
a set of documents and the terms they contain. Scoring a student’s
essay can be related somehow to the evaluation of summaries with
respect to its quality. In both cases, the generated text must be clear
and coherent. It is claimed that using LSA to assess written essays
enables grade ranges similar to those awarded by human graders. For
this reason, many researches have focused on this topic (Foltz et al.,
1999), (Landauer et al., 2003), (Attali & Burstein, 2006). However,
employing LSA for evaluating summaries is less researched, contrary
to what happens when generating them, where LSA is a well-known
technique. Only in (Venegás, 2009), LSA is used for specifically evalu-
ating summaries written in Spanish.

Despite the challenges involved in automating quality criteria for
evaluating summaries, the number of approaches attempting to auto-
mate some of these criteria, such as grammaticality or coherence, has
increased considerably. Consequently, research in the TS evaluation is
advancing beyond the content assessment only.

3.4 Crowdsourcing for Text Summarisation Evaluation

One of the limitations of the current evaluation approaches is the need
of model summaries written by humans for determining how good a
peer summary is. Building model summaries is not a trivial task. On
the contrary, it is a very tedious and time-consuming task. Moreover,
when dealing with large collections of documents, this task becomes
hardly feasible, since lots of humans would be needed for generating
such summaries within a reasonable time interval. Furthermore, in the
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case manual evaluation is carried out, this process has to be repeated
every time a new summary is generated.

For all these reasons, crowdsourcing8 services can be suitable for
evaluating summaries, since they provide an environment where users
can perform different tasks, getting some money for the job done as a
reward. Therefore, the goal of this section is to describe how crowd-
sourcing services have been used for TS.

In particular, Amazon provides a service, called Mechanical Turk9

(Mturk) that allows users (requesters) to define and upload Human
Intelligence Tasks (HITS). These HITS will be then performed by
other humans (turkers), who will be rewarded with the corresponding
amount of money associated to the task. Mturk is very appropriate
for carrying out those tasks that are simple for humans, but very dif-
ficult for computers. For instance, to obtain model summaries would
be relatively easy and fast using Mturk. However, it has been shown
in (Gillick & Liu, 2010) that one has to be very careful with the anno-
tations provided by Mturk, since they are not always as good as they
should be. The quality of the results has to be checked and therefore,
when using this type of services, it is very important to ensure that
turkers are suitable for the task, as well as to check that they do not
give random answers. For this reason, Mturk, itself, provides a facility
qualification to assist quality control. Requesters can attach various
requirements to their task in order to force turkers to meet such re-
quirements before they are allowed to work (Tang & Sanderson, 2010).
For instance, the percentage of the accepted tasks a turker has com-
pleted can be used in order to decide if it is worthy to allow such turker
to perform the tasks.

Focusing on TS, Mturk has been not as explored as for other appli-
cations, such as machine translation (Callison-Burch, 2009). Although
Mturk should be an easy way to gather model summaries as well to
evaluate them, the difficulty of obtaining the same readability results
for peer summaries as in TAC 2009 with non-expert judges in contrast
to expert ones was shown in (Gillick & Liu, 2010). Quality control poli-
cies were first established, in order to assure that only turkers with a
96% HIT approval could perform the task and, in addition, if the task

8 Crowdsourcing is related to the act of outsourcing a particular task, but asking
and allowing large amounts of people to perform it.

9 https://www.mturk.com/mturk/welcome
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was finished under 25 seconds, their work was rejected. Concerning the
amount of money it was paid, different compensation levels were anal-
ysed, finding out that lower compensations ($0.7 per HIT) obtained
higher quality results. It seemed that this compensation level attracted
turkers less interested in making money and more conscious of their
work. Regarding the results obtained, the Mturk evaluation presented
high variability. Whereas TAC assessors could roughly agree on what
makes a good summary, obtaining a standard deviation of 1.0, the stan-
dard deviation computed for turkers’ results was doubled, obtaining a
value of 2.3. As can be noticed, in this case, non-expert evaluation dif-
fered a lot from the official one, and therefore, Mturk was not of great
help. However, (El-Haj et al., 2010) showed the appropriateness of us-
ing Mturk for collecting a corpus of single-document model summaries
from Wikipedia and newspaper articles in Arabic. These summaries
were produced by extracting the most relevant sentences of the doc-
uments and not taking more than half of the sentences in the source
documents. Finally, 765 model summaries were gathered. These sum-
maries were then used to evaluate the corresponding automatic ones
produced by several existing Arabic summarisation systems using dif-
ferent evaluation approaches, such as ROUGE, or AutoSummENG. In
this case, Mturk facilitated the process of gathering a big number of
model summaries.

3.5 Overall Discussion

This chapter presented an overview of the relevant issues concern-
ing the evaluation of summaries. In particular, two existing types of
evaluation, intrinsic and extrinsic, were explained, further focusing on
the intrinsic one. The most widespread approaches for assessing either
the content of summaries as well as their quality have been analysed,
outlining their advantages and disadvantages. In addition, this chap-
ter also introduced recent crowdsourcing services, such as Mechanical
Turk, which can be of help for evaluating summaries or collecting large
amounts of data in a relatively easy, fast, and cheap way.

Evaluating a summary, either manually or automatically, is not a
trivial issue. The manual evaluation involves human effort for deter-
mining to what extent a summary is good with respect to specific
criteria (information contained, grammaticality, coherence, etc.). This
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is very costly and time-consuming, especially if lots of summaries have
to be evaluated. In addition, the subjective nature of manual evalua-
tion may lead to different summary results depending on the assessor,
even though strict guidelines are provided to carry out the evaluation
process.

Most of the evaluation methods presented before rely on model
summaries, that have been written by humans. Then, these model
summaries are compared to the automatic generated ones. Different
studies have proven that, if humans had to decide the most relevant
sentences from documents in order to produce summaries, they would
disagree in which sentences best represent the content of a document.
Therefore, the low agreement between humans is a problem. Another
problem is the semantic equivalence between different nouns, for ex-
ample by means of synonymy, or expressions, when there are various
ways to express the same idea, is another drawback of the evaluation.
Most methods only perform a superficial analysis, and do not take into
consideration the semantic meaning of phrases. This means that it is
possible to have several valid summaries, although different in content.
Consequently, research into other ways of evaluating the content of a
summary would be useful.

With respect to the quality evaluation, the suggested methods are
still at their early stages. Ideally, this type of evaluation is independent
of the source documents, but performing it is really difficult. Devel-
oping good metrics that correlate well with human assessment is also
very challenging.

Crowdsourcing services, such as Mturk, can be used for evaluating
a summary; for instance, asking humans either to write model sum-
maries, or evaluate existing summaries. Although they can provide
fast and relative inexpensive mechanisms to carry out tasks that are
simple for humans but very difficult for computers and required a lot
of human effort, there are also some disadvantages related to these
services. Some issues concerning the quality of the task performed by
the turkers arise, since some turkers will probably enrolled in a task
only for the money, providing non-sense answers in order to decrease
the time their spend with the task, but at the same time, increasing
their rate of pay, being able to finish more tasks. Regarding this, re-
search on how to account for the quality of the results provided by
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these services, as well as methods for ensuring such quality would be
needed.

Despite the considerable progress of the evaluation of TS in recent
years, there is still a lot of room for improvement, especially for the
quality-oriented approaches. The inherent subjectivity associated to
the evaluation process poses greater challenges to this research sub-
field. State-of-the-art approaches mainly focus on intrinsic evaluation,
in particular, in novel methods to assess either a summary content or
its quality. To fully automate this process is very difficult and for this
reason new research about this topic can be considered as emerging re-
search. However, as long as semantic methods improve, it will be more
feasible to account for equivalent expressions, and approaches would
not rely on model summaries as much as they currently do for evalu-
ating the informativeness of a summary. Furthermore, to be aware of
the techniques and approaches existing for other HTL areas, such as
essay scoring, can also help to achieve improvements for TS evalua-
tion. Similar to what occurred with ROUGE, which was inspired in a
method for evaluating machine translation systems (i.e., BLEU), the
success of the techniques employed for scoring essays could be perfectly
investigated for evaluating also text summaries.
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4.1 Introduction

The process of Text Summarisation (TS) can be seen from several per-
spectives. From a cognitive point of view, it tries to explain the mental
mechanisms involved in the reading comprehension of texts (Van Dijk,
1980), (Van Dijk & Kintsch, 1983). Instead, from a computational
point of view, the process does not attempt to go into such detail. On
the contrary, it is more concerned with the techniques and approaches
suitable for generating summaries automatically (Hovy, 2005).

In this chapter, compendium TS tool is presented. compendium

produces different types of summaries and it is based on a cognitive
perspective. In addition, it takes into account the computational per-
spective that it is needed for its automation.

The types of summaries compendium is able to produce can be
classified with respect to different factors, as it was explained in Chap-
ter 2. In this way, concerning the input, compendium can either take
one or several texts, and produce single- or multi-document sum-
maries. Regarding the purpose of the resulting summaries, these can
be generic, query-focused or sentiment-based, and their aim is to pro-
vide information about the source document(s), thus being informa-
tive. As output, the final summaries can be extracts or abstractive-
oriented summaries (i.e., a combination of extractive and abstractive
information). Finally, it is important to mention that compendium

is a mono-lingual TS approach, working only for one language, i.e.,
English.

As far as the architecture of compendium is concerned, an archi-
tecture based on specific stages is proposed, following Van Dijk’s the-
ories (Van Dijk, 1980), (Van Dijk & Kintsch, 1983). Moreover, some
of the specific techniques suggested also rely on a cognitive point of
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view, such as the Code Quantity Principle (Givón, 1990). In particular,
compendium relies on five core stages that constitute the backbone of
the TS process (surface linguistic analysis; redundancy detection; topic
identification; relevance detection; and summary generation). The re-
sult of applying these stages is a generic extract from a single o multi-
ple documents, that fits into a specific compression rate1 or number of
words. Furthermore, a series of additional stages can be integrated into
the core ones, thus enhancing the capabilities of compendium, genera-
ting also query-focused, sentiment-based or abstractive-oriented sum-
maries. Specifically, the additional stages are: query similarity; subjec-
tive information detection; and information compression and fusion.

Therefore, this chapter is structured as follows. Section 4.2 explains
the cognitive perspective behind the TS process, which serves as the
basis of our TS approach. Section 4.3 describes our proposed TS tool:
compendium. In this section, we first provide an overview of its main
characteristics and architecture (Subsection 4.3.1), and then we focus
on the stages it comprises (Subsections 4.3.2 and 4.3.3, for the core and
additional stages, respectively). Further on, the equivalence between
compendium and other TS processes is explained in Section 4.4. In
this way, the idea behind compendium can be better understood, and
the relationship between each stage of our TS approach with the phases
of the cognitive and computational TS processes can be established.
The last section (Section 4.5) concludes this chapter, analysing the
main contributions.

4.2 The Process of Summarisation from a Cognitive

Perspective

It is well known that the theory proposed by (Van Dijk & Kintsch,
1983) is one of the most influential theories about the process of read-
ing and comprehension of texts. They explain how humans under-
stand a text from a cognitive perspective. According to the authors,
when a person reads a text, an “understanding” of it is created in
the reader’s mind. In this comprehension process, a complex mental
mechanism is involved, where three different representations of the

1 The compression rate defines the proportion of text contained in the summary
with respect to the original document.
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text are produced in the reader’s mind: 1) a textual microstructure; 2)
a semantic macrostructure; and 3) an schematic superstructure. The
first one consists of a verbatim representation of the text, and it refers
to the coherence and cohesive relationships between the units of the
text (i.e., words, phrases, clauses, sentences, and connections between
sentences), resulting in a list of propositions derived from the text.
After that, the list of propositions is transformed into a network con-
necting all of them (if the text is coherent), producing as a result the
macrostructure of the text. Finally, the schematic superstructure is
the global structure that characterises the type of text (e.g. narrative,
descriptive, expository or argumentative), and it is independent of its
content. Figure 4.1 shows these representations.
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Fig. 4.1. Mental mechanisms involved in the comprehension process.

From this point to the end of the section, we will focus on the con-
cept of macrostructure. This concept refers to the global meaning of
a discourse2 (Van Dijk, 1980), and it may have different connotations
depending on the research discipline. For instance, the macrostructure
will be directly related to the topic of a text in the theory of discourse,
whereas in the psycholinguistics of discourse processing, it will be con-
nected with the type of information a person will be able to remember
after a period of time (general information rather than specific details).

2 Although the term discourse can refer both to oral or written discourse, in this
thesis, we will refer to text every time the term is mentioned.
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Focusing on the theory of discourse, the macrostructure will be
taken into account for the global meaning of a text: its topic, theme,
or gist. According to Van Dijk (1980), this means that some rules are
needed to relate meanings of words and sentences to their semantic
macrostructure. Moreover, the macrostructure of a text is also related
to its global coherence.

Therefore, a summary defined as “a coherent text that contains the
overall gist of a document” (Mani, 2001a) is directly related to the con-
cept of macrostructure (the global meaning of discourse). In particular,
a summary is the explicit representation of the macrostruc-
ture of a text (i.e., its overall meaning) (Álvarez Angulo, 2002). This
representation contains the most relevant elements stated in the text
from a semantic point of view, which is captured by means of the
knowledge of the world a reader has, as well as the level of importance
he/she assigns to each discourse element. Moreover, it also involves
that users understand the text. Regarding this issue, each user under-
stands a text in a different manner. Thus, the process of summarisation
is subjective; there is not a unique possible summary of a text. In fact,
due to its subjectivity, two readers may produce different summaries
from the same document.

Van Dijk (1980) also states that the macrostructure of a text con-
sists of a set of macropropositions which can be derived from a se-
quence of propositions of a text. This process is achieved by applying
some kinds of rules that link textual propositions with the macropropo-
sitions used to define the global topic of a text fragment. Indeed, they
derive macrostructures from microstructures. These rules are called
macrorules, and they can have both a reductive and a constructive
nature. On the one hand, some of them are employed to remove infor-
mation, whereas on the other hand, they also allow certain elements to
be combined in new, more complex units of information. In particular,
there is a distinction between four major macrorules:

• Deletion: This macrorule is the simplest as well as the most general.
It consists in deleting all information in the text that is not relevant.
In other words, this rule operates on the irrelevant details that do not
contribute to the construction of the topic. Among the information
that is not relevant, redundant information is also included. The
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following example will be used along the explanation of the four
macrorules to illustrate each of them with a specific example.

[1] Mary was playing with a doll.
[2] She was wearing a red dress.
[3] A few days ago, she was ill.
[4] She missed several days of school.
[5] Peter was building figures with Lego blocks.
[6] John enjoyed himself riding a bicycle.
[7] Paul told their children to come in because the dinner
was ready.

By applying the deletion rule, we can remove the second one (“She
was wearing a red dress”), because it is not crucial for the interpre-
tation of the remaining sentences. Consequently, sentence [2] would
not appear in the macrostructure of the text (the summary).

• Strong deletion: This macrorule is a stronger variant of the pre-
vious one, in which other details that can be locally relevant for a
sentence, but not for the global meaning of the text, are also deleted.
Normally, only one deletion rule is used, so the first and the second
macrorules could be grouped in a general deletion. Moreover, these
rules can also be seen as positives (selection and strong selection,
respectively), in the sense that they allow us to select which infor-
mation is relevant.

[1] Mary was playing with a doll.
[3] A few days ago, she was ill.
[4] She missed several days of school.
[5] Peter was building figures with Lego blocks.
[6] John enjoyed himself riding a bicycle.
[7] Paul told their children to come in because the dinner
was ready.

From the remaining sentences after applying the first macrorule, the
strong deletion one would discard sentences [3] and [4]. Although sen-
tence [3] is necessary to understand proposition [4], in the remaining
of the text, anything else about the illness of Mary is mentioned, so
these sentences give some details that are not essential to understand
the gist of the text.
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• Generalisation: The purpose of this macrorule is to generalise the
information stated in several propositions into a more general one:
the hyponyms are usually substituted by their corresponding hyper-
nym. An example of this macrorule is shown below:

[1] Mary was playing with a doll.
[5] Peter was building figures with Lego blocks.
[6] John enjoyed himself riding a bicycle.
[7] Paul told their children to come in because the dinner
was ready.

In the above example, the generalisation process is simple for sen-
tences [1], [5], and [6] into the new sentence “The children were play-
ing”. It is worth underlying that the level of the generalisation has
to be taken into account; otherwise, too general propositions could
be obtained (e.g. “The children were doing something”), and the
meaning of the whole sequence of information could not be correctly
represented. In order to avoid this, (Van Dijk, 1980) states that this
macrorule involves the least possible generalisation, for instance, by
taking the immediate superset of predicates.

• Construction: By applying the fourth macrorule, a new proposition
is built, which is the result of a joint sequence of propositions that
denotes the overall meaning of them. This new proposition is the
macroproposition. Taking as a basis the same example as before,
once the previous macrorules have been applied:

[New] The children were playing.
[7] Paul told their children to come in because the dinner
was ready.

The corresponding macroproposition for the initial set of sentences
would be:

[Macroproposition]The children were playing and their
father told them to come in to have dinner.

Apart from these four macrorules, there are some cases where the
proposition and the macroproposition are identical. This leads to a
zero macrorule, where everything that is said in a proposition is
equally relevant and therefore, such proposition is left intact. For in-
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stance, sentence [7] in the above examples (“Paul told their children
to come in because the dinner was ready.”) could have been left un-
changed.

One important aspect about the application of these macrorules is
the order in which they should be applied. Whether to apply deletion
or construction macrorules first is difficult to answer (Van Dijk, 1980).
Applying deletion in the first place could lead to a loss of important
information that we could later need when applying the construction
macrorule. In these cases, we might not have enough information to
apply the construction macrorule. It seems more reasonable to apply
the construction macrorule first to see which propositions can be joint
together, then delete the irrelevant information (deletion) and finally
apply the generalisation macrorule. However, from a cognitive point
of view, each reader will apply these macrorules in a different way, de-
pending on his/her interests, knowledge, purpose, etc., so not a specific
order can be established in advance.

The recursively application of these macrorules will end up with the
macrostructure of a text, which is only a part in the whole discourse
comprehension process (Figure 4.1). However, as it was previously ex-
plained, the macrostructure will provide us with the global meaning
of the text (its topic), and therefore, obtaining the macrostructure of
a text is equivalent to obtain the summary, since the summary is the
direct expression of the macrostructure of discourse (Álvarez Angulo,
2002). The process of summarisation according to the cognitive per-
spective (Van Dijk, 1980), (Van Dijk & Kintsch, 1983) is schematically
depicted in Figure 4.2.
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Fig. 4.2. The process of summarisation from a cognitive perspective.
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4.3 COMPENDIUM Text Summarisation Tool

In this section, compendium TS tool is described in detail. The aim
of compendium is to produce different types of summaries automati-
cally. Therefore, we first explain the main characteristics of the sum-
maries generated, as well as an overview of its proposed architecture
in Subsection 4.3.1. Then, we go into detail and we explain its stages,
distinguishing between a set of core ones, that are the most important
in compendium (Subsection 4.3.2), and the additional stages (Sub-
section 4.3.3), which are used to generate different types of summaries
(query-focused, sentiment-based and abstractive-oriented summaries).
It is worth noting that compendium is based on a cognitive perspec-
tive (Van Dijk, 1980) and (Van Dijk & Kintsch, 1983), and it also
takes into account the computational issues stated in (Hovy, 2005).
Therefore, its equivalence between each of its stages and the different
macrorules, as well as other TS process is provided in Subsection 4.4.

4.3.1 The Approach

Taking the schema depicted in Figure 2.4 of Chapter 2 as a basis, the
summaries generated with compendium according to the proposed
factors (media, input, output, purpose and language) can be charac-
terised. Next, each of these factors are explained in the context of
compendium.

• Media. It refers to the nature of the object to be summarised (video,
text, audio, etc). In particular, compendium only works with texts.

• Input. Regarding this factor, compendium takes one or several
texts, thus being able to produce single- and multi-document sum-
maries.

• Output. The type of summaries generated can be either extracts
(i.e., the most important sentences are selected) or abstractive-
oriented summaries (in our case, information is compressed and fused
to generate new sentences different from the original ones, and then
these sentences are combined with the previously extracted ones).

• Purpose. The summaries generated with compendium aim at be-
ing substitutes for the original documents. Therefore, they must
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contain the most relevant facts, thus being informative. In addi-
tion, specific purposes according to user’s interests are taken into
account. This leads to generic, query-focused and sentiment-based
summaries. Generic summaries provide a general overview of the
document; query-focused summaries are biased towards a user need,
question or topic; and finally, sentiment-based summaries contain a
high degree of subjective information, reflecting the opinions of users
about a topic.

• Language. compendium is a mono-lingual TS tool, which work
with English, both for the input and output.

Figure 4.3 illustrates the types of summaries compendium is able
to generate according to such factors.
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Fig. 4.3. Characteristics of the summaries generated with compendium.

Concerning the stages of compendium, five core stages that con-
stitute the backbone of the TS process are distinguished. These stages
are:
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• Surface linguistic analysis, which pre-processes the input text.

• Redundancy detection, which identifies and removes repeated in-
formation.

• Topic identification, which determines the main topics of the doc-
ument/s to be summarised.

• Relevance detection, which identifies the most relevant sentences
of the document/s.

• Summary generation, which extracts the most relevant sentences
in the same order as they were initially.

Furthermore, we suggest three additional stages in order to increase
the capabilities of compendium, allowing it to generate query-focused,
sentiment-based, or abstractive-oriented summaries. Specific stages for
achieving each of these types of summaries are:

• Query similarity, needed for generating query-focused summaries.

• Subjective information detection, necessary for identifying sub-
jective information and producing sentiment-based summaries.

• Information compression and fusion, crucial for generating new
information that will appear in the summary, thus resulting in an
abstractive-oriented summary, rather than an extract.

Figure 4.4 depicts the general architecture of compendium. In this
figure, the core stages are represented within a big rectangle with
rounded borders, whereas dotted rectangles correspond to the addi-
tional stages. By applying only the core stages, the resulting sum-
maries are single- or multi-document generic informative extracts. In
contrast, by taking into consideration the additional stages, query-
focused or sentiment-based extracts, as well as abstractive-oriented
summaries from a single or several documents can be generated. The
remaining of this chapter focuses on the explanation of the core and
additional stages.

4.3.2 Core Stages

As it was aforementioned, the core stages are: a) surface linguistic
analysis; b) redundancy detection; c) topic identification; d) relevance
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Fig. 4.4. General architecture of compendium.

detection; and e) summary generation. Since compendium is based on
the cognitive theories of (Van Dijk, 1980) and (Van Dijk & Kintsch,
1983), some of the stages correspond to a specific macrorule. In partic-
ular, the redundancy detection stage corresponds to the first macrorule
(deletion), whereas the topic identification and relevance detection are
considered as a “strong deletion”. Finally, the last core stage, sum-
mary generation, is equivalent to the construction macrorule. Next,
we explain each of stages in detail, and we leave the correspondence
between compendium stages and the macrorules for Section 4.4.

Surface Linguistic analysis. This stage aims at carrying out a basic
linguistic analysis on the input document, thus preparing it for further
processing. In order to carry out this analysis, external state-of-the-art
tools and resources are used. In particular, for this stage we propose:

• Sentence segmentation. The text is splitted into sentences, which
are the textual units considered for generating the summary. For this
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purpose, the sentence segmentation tool provided at DUC evaluation
campaigns3 is used.

• Tokenisation. A tokeniser allows us to identify each word in the
document, since we will need to compute for instance the frequency
of each word, or distinguish between stop words and non stop words
in later stages. In order to be able to identify each word of the text,
a tokeniser is used. In particular, we employ Word Splitter4.

• Part-of-speech tagging. A part-of-speech tagger assigns each
word with its corresponding morphological category (noun, verb, ad-
jective, preposition, adverb, determiner, pronoun, and conjunction).
This process is useful for distinguishing between types of words, since
some of them (e.g. nouns or verbs) can be more important than oth-
ers (e.g. determiners). This tool will be used in the additional stage
of information compression and fusion. In particular, TreeTagger5

was used as a part-of-speech tagger, because it is very easy to use,
and it can be used for different languages, not only for English.

• Stemming. This process consists in reducing words to their stem
form. It is very useful in the cases where there is no need to differ-
entiate between two inflected words that belongs to the same family
(e.g. running and runs, both come from the verb run). The Porter
Stemmer6 is employed for performing this task, which will be nec-
essary for considering all terms sharing a common stem as a single
one, for later computing their frequency.

• Stop word identification. Stop words are words which appear
very frequent in documents, but they do not carry any semantic
information. They are normally not used for further processing, be-
cause they are not relevant (e.g. articles: the, a; conjunctions: and,
or, etc.). In our case, this process is essential; otherwise when com-
puting the frequency of a word for determining the topic of a docu-
ment (please see the topic identification stage), words such as “and”,
“is”, or “the” could be wrongly identified as document’s topics. For

3 http://duc.nist.gov/duc2004/software/duc2003.breakSent.tar.gz
4 http://cogcomp.cs.illinois.edu/page/tools view/8
5 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
6 http://tartarus.org/ martin/PorterStemmer/
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carrying out this task, a list of stop words is needed. In particular,
we use an English stop word list7.

Redundancy Detection. The aim of this stage is to identify redun-
dant information in the source documents, in order not to include it in
the summary. For this purpose, Textual Entailment (TE) is employed,
since its objective is to determine whether the meaning of a text snip-
pet, also known as hypothesis (H), can be inferred from another one,
called the text (T) (Glickman, 2006). For instance, the following exam-
ples, taken from the RTE corpora8, show a true and false entailment,
respectively.

Pair id=50 (entailment = true)
T: Edison decided to call “his” invention the Kinetoscope, com-
bining the Greek root words “kineto”(movement), and “scopos”
(“to view”).
H: Edison invented the Kinetoscope.
Pair id=18 (entailment = false)
T: Gastrointestinal bleeding can happen as an adverse effect
of non-steroidal anti-inflammatory drugs such as aspirin or
ibuprofen.
H: Aspirin prevents gastrointestinal bleeding.

The main idea behind the use of TE for detecting redundancy is
that those sentences whose meaning is already contained in other sen-
tences can be discarded, as the information has been previously men-
tioned. Therefore, by applying TE we can obtain a set of sentences from
the text which do not hold an entailment relation with any other, and
then keep this set of sentences for further processing. To illustrate how
TE is employed, let’s assume that a document consists of the following
six sentences:

S1 S2 S3 S4 S5 S6

Then, in order to come up with a set of non-redundant sentences,
the TE is performed in this manner9:

7 http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-
list/english.stop

8 http://pascallin.ecs.soton.ac.uk/Challenges/RTE3/
9 NRsent is the set of non-redundant sentences.
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NRsent = {S1}
NRsent −→ entails −→ S2 ⇒ NO
NRsent = {S1, S2}
NRsent −→ entails −→ S3 ⇒ NO
NRsent = {S1, S2, S3}
NRsent −→ entails −→ S4 ⇒ Y ES
NRsent = {S1, S2, S3}
NRsent −→ entails −→ S5 ⇒ Y ES
NRsent = {S1, S2, S3}
NRsent −→ entails −→ S6 ⇒ NO
NRsent = {S1, S2, S3, S6}

As a consequence, in this example, S4 and S5 are discarded from
the text, and only the non-entailed sentences (i.e S1, S2, S3 and S6) are
kept for further stages, thus forming the final set of non-redundant sen-
tences (NRsent). To compute such entailment relations we have used
the TE approach presented in (Ferrández, 2009). This TE system relies
on lexical (e.g. cosine similarity, Leveshtein distance), syntactic (e.g.
dependency trees) and semantic measures based on WordNet (Fell-
baum, 1998).

In this sense, the use of TE for detecting and removing redundancy
in TS is novel. On the one hand, attempts to study the influence of TE
on TS have been focused on the evaluation of summaries (Harabagiu
et al., 2007) to determine which candidate summary, among a set of
them, better represents the content in the original document depend-
ing on whether the summary entails it or not. On the other hand, TE
has been combined with TS to generate a summary directly from the
entailment relations found in a text (Tatar et al., 2008), or by extract-
ing the highest scored sentences of a document, where the score of each
sentence is computed as the number of sentences of the text that are
entailed by it.

Topic Identification. In this stage, the most relevant topic/topics
of the document are identified by means of their frequency of appear-
ance in the text. Term Frequency (TF) calculation is employed for
achieving this goal, because it has been shown in previous work that
high frequent words are indicative of the topic of a document (Luhn,
1958), (Montiel Soto & Garćıa-Hernández, 2009), and, what is more,
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they are very likely to appear in human-written summaries (Nenkova
et al., 2006).

Therefore, the frequency of a word, without considering stop words
(they were previously identified in the stop word identification stage)
is computed and it is used in the next stage of the TS process for
determining the overall relevance of a sentence.

Relevance Detection. The relevance detection stage assigns a weight
to each sentence, depending on how relevant it is within the text. This
weight takes the TF computed in the previous stage, by means of which
the main topics have been identified, and it adds another feature based
on The Code Quantity Principle (CQP) (Givón, 1990). This principle
has a cognitive background, which states that: (1) a larger chunk of
information is given a larger chunk of code; (2) the less predictable
information, the more coding material; and (3) the more important
information, the more coding material. In other words, the most im-
portant information within a text will contain more lexical elements,
and therefore it will be expressed by a high number of units (for in-
stance, syllables, words or phrases). This is also in line with The Code
Quantity, Attention and Memory Principle (Givón, 1990) where it is
stated that there is a proportional relation between the relevance of
information and the amount of quantity through it is coded, since the
more salient and different coded information in a text, the more easily
the reader’s attention will be caught. As a result, readers will retain,
keep and retrieve this kind of information more efficiently. Further-
more, The Code Quantity Principle has been proven to hold true in
written texts (Ji, 2007).

On the basis of this, a coding element can range from characters to
phrases. A noun-phrase is the syntactic structure which allows more
flexibility in the number of elements it can contain (pronouns, ad-
jectives, or even relative clauses), and is able to carry more or less
information (words) according to what the writer wants to express. In
addition, the longer a noun-phrase is, the more information it carries.
For instance, let’s take these two sentences as example:

S1: The Spanish Academy of Motion Pictures Arts and Sciences
presented an honorific award for the best actor.
S2: The Academy presented an honorific award.
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In this case, S1 contains more information than S2. Although at a
first sight, the second sentence might be more appropriate for TS, since
it reflects the same facts of the first one but in a shorter manner, the
first one contains more details, and this would lead to more informative
summaries.

Under these assumptions, CQP can be combined with TF to de-
cide on which sentences of a document contain more relevant informa-
tion. The lexical units considered as encoding elements for the CQP
are words inside noun-phrases, without taking into account the stop
words. To select noun-phrases as coding units seems appropriate, since
in (Mittal et al., 1999) it was found that the average length of com-
plex noun-phrases in summary sentences was more than twice as long
than those in non-summary sentences. In addition, Lloret and Palo-
mar (2009) carried out a preliminary study of the percentage of noun-
phrases contained in both source documents and model summaries
of a corpus of newswire and another one of fairy tales. This analysis
showed that words belonging to noun-phrases were predominant over
other types of words in the documents as well as in the summaries, rep-
resenting on average more than 70% of all content words (i.e., without
taking stop words into account), and approximately 30% of the total
words of documents.

In order to identify noun-phrases within a sentence the BaseNP
Chunker10, is employed. One important aspect to take into consider-
ation is that the use of a chunker (as well as any other tool based on
Human Language Technologies) can introduce some error rate. This
tool achieves recall and precision rates of roughly 93% for base noun-
phrase chunks, and 88% for more complex chunks (Ramshaw & Mar-
cus, 1995), thus being suitable for our purposes.

The method by which the relevance of a sentence is computed tak-
ing into account CQP and TF is shown in formula 4.1.

rsi
=

1

#NPi

∑

w∈NP

|tfw| (4.1)

where:
rsi

= is the relevance of sentence i,
#NPi = number of noun-phrases contained in sentence i,

10 This resource is free available in ftp://ftp.cis.upenn.edu/pub/chunker/
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tfw = frequency of word w that belongs to the sentence’s noun-
phrase.

Summary Generation. The objective of this stage is to generate a
summary of a specific length. This length can be expressed in words or
in the form of the compression rate (i.e., the percentage of information
the summary contains with respect to the source document). However,
the way this stage is carried out, strongly depends on the type of sum-
mary we want to produce. Consequently, four main types of summaries
can be distinguished: 1) generic; 2) query-focused; 3) sentiment-based;
and 4) generic abstractive-oriented. Type 1 is directly produced when
the core stages of compendium are applied, whereas for types 2, 3
and 4 the additional stages of query similarity, subjective information
detection and information compression and fusion are also required,
respectively. Next, we briefly explain each of these strategies for gene-
rating the final summary.

1. Generic summaries (COMPENDIUME). Once the final score of
a sentence is computed by means of the relevance detection stage,
the most important sentences (i.e. the ones with highest scores) are
selected and extracted to form the final summary up to a desired
length or compression rate. In this case, the final summary is a
generic extract.

2. Query-focused summaries (COMPENDIUMQE). Having com-
puted the two different weights for each sentence (its relevance –
rsi

–, and its similarity with regard to the query – qSimsi
–, in the

relevance detection and query similarity stages11, these two val-
ues are combined within the same formula (Formula 4.2), where β
can be assigned different weights between 0 and 1, depending on
whether we want to give more importance to the relevance or to the
query similarity weight, when producing query-focused summaries.

Scsi
= (1 + β2)

rsi
∗ qSimsi

β2 ∗ rsi
+ qSimsi

(4.2)

where:
Scsi

= is the score associated to sentence i,

11 Please see the description of the query similarity stage in Section 4.3.3.
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rsi
= is the relevance of the sentence i,

qSimsi
= is the similarity between the query and sentence i.

Taking into account the size restrictions, the top-ranked sentences
will be selected and extracted, forming the final query-focused ex-
tract.

3. Sentiment-based summaries (COMPENDIUMSE). For genera-
ting this type of summaries, the same strategy as for the generic
ones is followed. The main difference between them is that in this
case we only focus on subjective information, which is identified
and processed in the subjective information detection stage12. As
a result, extracts containing only subjective information are pro-
duced.

4. Generic abstractive-oriented summaries. These summaries
(COMPENDIUME−A) combine extractive and abstractive TS strate-
gies, and as a consequence, the sentences of the final summary are
selected following a strategy that maximises the similarity between
each of the new sentences generated in the information compres-
sion and fusion stage (Section 4.3.3), and the ones that have been
selected as the most important in the relevance detection stage,
given that the similarity13 between them is above a predefined
threshold. In the cases where a sentence in the extract has an
equivalent in the set of the new generated sentences, the former
will be substituted for the latter; otherwise, the sentence as it ap-
pears in the extract will be kept. The resulting summaries are
abstractive-oriented.

4.3.3 Additional Stages

Apart from the core stages, there are three additional stages (query
similarity, subjective information detection, and information compres-
sion and fusion) that, when integrated with the former, enhance the
capabilities of compendium. These stages allow the generation of
other types of summaries (i.e., query-focused, sentiment-based and a

12 This stage is explained in detail in Section 4.3.3.
13 We use the cosine similarity measure to compute the similarity between two

sentences.
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abstractive-oriented summaries). It is important to mention that one
of this stages, information compression and fusion, corresponds to the
generalisation macrorule proposed in (Van Dijk, 1980) and (Van Dijk
& Kintsch, 1983). Each of these additional stages are described below.

Query Similarity. When query-focused summaries have to be pro-
duced, a query is usually associated to the source documents, in order
to specify the kind of information the user is interested in. From an
extractive point of view, the summary should contain the most rele-
vant sentences in the document that also contains the information in
the query. Therefore, the goal of this stage is to take into account the
information expressed in a given query to tailor the contents of the
final summary to such information.

In order to determine which sentences may be potentially related
to the given query, the cosine similarity between each sentence and the
query is computed, using the Text Similarity package14. Formula 4.3
shows how the query similarity weight is calculated.

qSimsi
= CosineSimilarity(Si, Query) (4.3)

where:
qSimsi

= is the similarity between the query and sentence i.

Subjective Information Detection. The objective of this stage is
to detect and process subjective information, with the purpose of pro-
ducing sentiment-based summaries. This has to be performed before
the relevance of sentences is assigned. In order to be able to carry out
such task, a tool capable of analysing and classifying the sentiment
associated to a fragment of text (e.g. words, sentences, documents,
etc.) is necessary. This manner, it is possible to know whether a frag-
ment of text is subjective or objective, and in addition, if it is positive
or negative about a specific topic, entity, product, etc. In particu-
lar, compendium uses the external opinion mining tool described in
(Balahur-Dobrescu et al., 2009). It assigns to each sentence in the doc-
ument one of these three different scores: i) score > 0, if the sentence
has a positive nature; ii) score < 0, if it has a negative nature; and iii)
score = 0, if the sentence is neutral (i.e., its an objective sentence).
Once all the sentences have been analysed according to their associated

14 http://www.d.umn.edu/ tpederse/text-similarity.html
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sentiment, only the ones that are not neutral are selected for further
processing.

Information Compression and Fusion. This stage aims at gene-
rating new sentences in one of these forms: either a compressed version
of a longer sentence, or a new sentence containing information from
two individual ones. The main steps involved in this stage are:

• Word graph generation: for generating new sentences, we rely
on word graphs adopting a similar approach to the one described
in (Filippova, 2010). Specifically in our approach, we first generate
an extractive summary in order to determine the most relevant con-
tent for being included in the summary. Then, a directed weighted
word graph is built taking as input the generated extract, where the
words represent the nodes of the graph, and the edges are adjacency
relationships between two words. The weight of each edge is calcu-
lated based on the inverse of the frequency of co-occurrence of two
words, taking also into account the importance of the nodes they
link through the Pagerank algorithm (Brin & Page, 1998). Once the
extract is represented as a word graph, a pool of new sentences is
created by identifying the shortest path between nodes (e.g. using
Dijkstra’s algorithm).

Figure 4.5 illustrates the idea of using word graphs to represent text
and how a new sentence can be obtained.

• Incorrect paths filtering: this stage is needed since not all of
the sentences obtained by the shortest paths are valid. For instance,
some of them may suffer from incompleteness (e.g. “Therefore the
immune system”). Consequently, in order to reduce the number of
incorrect generated sentences, we define a set of rules, so that sen-
tences not accomplishing all the rules are not taken into account.
Three general rules are defined after analysing manually a set of
generated sentences derived from a small data set, which are:

– The minimal length for a sentence must be 3 words15.

– Every sentence must contain a verb.

15 We assume that three words (i.e., subject+verb+object) is the minimum length
for a complete sentence.
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Fig. 4.5. Example of word graph representation.

– The sentence should not end in an article (e.g. a, the), a preposi-
tion (e.g. of), an interrogative word (e.g. who), nor a conjunction
(e.g. and).

Once the incorrect sentences have been removed, we can use the new
sentences instead of the original ones (see “generic abstractive-oriented
summaries” in the summary generation stage). It is important to stress
upon the fact that, in compendium, this stage takes place after the
relevance detection and before the summary generation stages. This
is because we need to be aware of the most relevant sentences of the
document first. However, this is not the only possible strategy to adopt,
and other alternatives are being also studied with respect to this issue
(please see Chapter 7 which explains the work in progress).
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4.4 COMPENDIUM in relation to Cognitive and
Computational Summarisation Processes

As it can be seen, the TS process may differ depending on the approach
we adopt. From a cognitive perspective (Van Dijk, 1980), (Van Dijk
& Kintsch, 1983), the application of the macrorules is essential to be
able to build the summary, whereas from a more computational point
of view (Hovy, 2005), the stages are not as theoretical as the former.
Despite their differences, a correspondence between them can be estab-
lished. Moreover, such correspondence is also possible in compendium,
in the sense that one or several stages of our proposed TS tool can be
mapped to different macrorules or phases in the TS process defined by
the previous authors.

In this manner, all the core stages (except the surface linguistic
analysis) together with the information compression and fusion corre-
spond to a different level on the TS process previously mentioned.

Figure 4.6 shows a schema representing the equivalence between
compendium and the TS processes from two perspectives. On the one
hand, the TS process from a cognitive point of view is shown in the
first column. This process is based on (Van Dijk, 1980) and (Van Dijk
& Kintsch, 1983), whereas on the other hand, the second column shows
the TS stages according to Hovy (2005). The last two columns focus
on compendium in its two most important variants: the extractive
(compendiumE) and the abstractive-oriented, i.e., the one which com-
bines extractive with abstractive information (compendiumE−A). In
this way, the correspondence of each proposed stage in our TS tool and
the other TS processes can be analysed. As it can be seen the first two
macrorules (deletion and strong deletion) can be considered equivalent
to the topic identification stage defined in (Hovy, 2005). Equivalent to
them are the redundancy detection and the topic identification and rel-
evance detection stages of compendium. Compared to Hovy (2005),
they all can be included in the topic identification stage, since by ap-
plying such stages the most relevant sentences will be determined in
both approaches (extractive and abstractive-oriented). However, from
the cognitive point of view, a distinction is made between the redun-
dancy detection and the topic identification and relevance detection
stages. All of them involve “deletion”, but the former only accounts
for repeated information, whereas the “deletion” that is carried out
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Fig. 4.6. compendium in relation to cognitive and computational summarisation
processes.

in the other two is stricter, since it is necessary to identify the most
relevant sentences in the document. The generalisation macrorule is
equivalent to the topic interpretation stage. The idea is to generate
new information from the concepts presented in the documents. In
the case of compendium, it is worth noting that compendiumE does
not specifically address this issue; therefore, it produces extracts as
output. On the contrary, compendiumE−A tackles this by means of
the information and compression fusion stage. This stage takes a set
of sentences as input, and it generates new information that can be
either a compressed version of a specific sentence or a new sentence con-
taining information from others. For this reason, the information and



98 4. COMPENDIUM Text Summarisation Tool

compression fusion stage corresponds to the third macrorule as well as
the topic identification stage. The last macrorule (construction) is at
the same level as the summary generation. This is the final stage of the
TS process. In our case, this corresponds to the summary generation
stage of compendium, but for clarity reasons, a short explanation of
the stage for compendiumE and compendiumE−A is provided, since
each approach addresses the stage of summary generation taking into
account specific issues. Whereas in the former, only a list of the most
relevant sentences is extracted maintaining the order in which they
were in the original document, in the latter, the information contained
in the summary is a combination of new sentences generated in the
information and compression fusion stage, and sentences previously
extracted with compendiumE .

4.5 Conclusion

This chapter presented compendium, a TS tool that is able to gen-
erate different summary types. In particular, according to the most
common factors, compendium generates summaries only from text
data and in English. The summaries can be generated from a single
or multiple documents, as far as the input is concerned. Regarding
the output, the summaries are informative and can be either extracts
or abstractive-oriented summaries. Finally, depending on what a user
wants the summary for, compendium is capable of generating generic,
query-focused and sentiment-based summaries. In order to be capable
of generating such types of summaries, an architecture which com-
prises two kinds of stages: core and additional was proposed. On the
one hand, the core stages (surface linguistic analysis; redundancy de-
tection; topic identification; relevance detection; and summary gener-
ation) are the main stages in the process, and through them generic
informative extracts from one or more documents can be produced.
On the other hand, the additional stages (query similarity; subjective
information detection; and information compression and fusion) are
specifically developed for generating query-focused, sentiment-based or
abstractive-oriented summaries, and thanks to them the capabilities of
compendium increase.

Furthermore, it is worth mentioning that compendium is based on
a cognitive perspective (Van Dijk, 1980), (Van Dijk & Kintsch, 1983),
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which was also explained in the chapter. By applying this approach
through the different proposed macrorules (deletion, strong deletion,
generalisation and construction) the macrostructure of a text (i.e., its
global meaning) can be obtained, which corresponds to the summary
of such text. In this way, we showed the equivalence of each of the
stages in compendium with the macrorules proposed from the cogni-
tive perspective. Moreover, this approach takes also into account the
computational point of view (Hovy, 2005), thus leading to the automa-
tion of the TS process.

Regarding the advantages of compendium, it is worth stressing
upon the fact that its modular architecture allows the integration of
new stages in an easy way, that can improve the TS tool as well as
extending its functionalities. Moreover, another positive issue is the
fact that it is capable of generating the most common types of sum-
maries. This means that compendium can be applied to a wide range
of contexts, depending on the user’s needs. However, it also has some
limitations. On the one hand, it does not deal with multi-linguality,
since it is only able to produce summaries in English. Due to the fact
that some of the external tools our TS tool employs have specifically
been developed for English, to adapt it to other languages (e.g. Span-
ish) cannot be done straightaway; however, it would be feasible to do
so, provided that we find equivalent tools for the target language. On
the other hand, the techniques suggested do not take into account se-
mantic information. Semantic information would allow compendium

to perform a deeper understanding of the text to be summarised. In
this way, important concepts (instead of words) together with their
relationships could be identified, as well as specific knowledge could
be also taken into consideration (e.g. ontologies). As a consequence,
the process of TS would be enriched, and a stage of information gen-
eralisation could be integrated to compendium.

To recapitulate, the main contributions of compendium with re-
spect to the state of the art TS systems and approaches are:

• A TS tool which also takes into consideration the process
of summarisation from a cognitive point of view. We follow
(Van Dijk, 1980) and (Van Dijk & Kintsch, 1983) discourse theory,
where each macrorule has its corresponding stage in compendium.
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The fact that an automatic TS tool attempts to model the TS pro-
cess from this perspective is a novelty.

• The proposal and development of COMPENDIUM TS tool.
The architecture proposed relies on a set of core stages, which are the
backbone of the tool. Specific methods and techniques are suggested
for each of the stages (surface linguistic analysis; redundancy detec-
tion; topic identification; relevance detection; and summary genera-
tion). Briefly, the surface linguistic analysis comprises basic linguis-
tic tasks, such as tokenisation, stemming, or part-of-speech tagging,
in order to pre-process the input. Then, redundant information is
removed by using textual entailment in the redundancy detection
stage. Further on, the main topics of the document/s are identified by
means of the term frequency technique. The information about the
topics is needed in the relevant detection stage, which consists of de-
termining the most relevant sentences. This is achieved by computing
a score for each sentence based on the topics it has and a cognitive-
based technique, the Code Quantity Principle. Finally, the last stage
extracts the highest score sentences in the same order as they appear
in the initial document/s. Moreover, it allows the integration of spe-
cific modules into its core stages (the so-called additional stages),
thus extending the types of summaries it is able to generate. In
particular, these stages are query similarity; subjective information
detection; and information compression and fusion, through which
query-focused, sentiment-based and abstractive-oriented summaries
can be produced, respectively.

Within this contribution, we would like to remark the following nov-
elties that have been addressed in compendium:

– The use of textual entailment as a redundancy detection
method. This method combines lexical, syntactic and semantic
information in order to detect entailment relationships between
sentences. And although textual entailment and TS had been used
before to generate and evaluate summaries, it was not employ for
dealing with the problem of redundancy.

– The use of linguistic theories directly related to how hu-
mans remember the information. We propose a novel feature
based on the Code Quantity Principle for detecting relevant infor-
mation in texts.
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– Address the challenge of abstract generation, through the
combination of extractive and abstractive techniques that leads to
abstractive-oriented summaries. Although the graph-based method
employed for generating new sentences followed the ideas of Fil-
ippova (2010), the novelty is the manner the abstractive-oriented
summaries are generated. A pool of new sentences are created from
the extract, and then they are used to substitute those sentences
in the extract that express the same information. In the case that
no equivalence is found, the sentences are not replaced.





5. Evaluation and Experiments

5.1 Introduction

Text Summarisation (TS) research area involves the automatic gen-
eration of summaries, as well as their evaluation. However, although
evaluating a summary is a hard task; it is necessary. Without carrying
out any type of assessment, one cannot guarantee that generated sum-
maries meet the purposes they were generated for nor to what extent
users find them useful.

The objective of this chapter is to conduct an intrinsic evalua-
tion of compendium. Therefore, we focus on assessing the gener-
ated summaries on their own, i.e., with respect to their content and
quality. The exhaustive evaluation performed comprises three sub-
objectives. Firstly, we ensure that the proposed techniques in each
stage of compendium are appropriate. For this reason, textual en-
tailment is compared to other methods that are often employed for
detecting and removing redundant information (cosine similarity and
maximal marginal relevance). A manual evaluation is carried out in
order to evaluate the amount of redundant information contained in a
summary. Then, term frequency and the code quantity principle tech-
niques are evaluated as single features as well as in combination. In this
way, we analyse to what extent they are suitable for the topic iden-
tification and the relevance detection stages, respectively. Secondly,
compendium is evaluated in different domains and for the different
types of summaries it is able to generate. Contrary to most of the sum-
marisation research, our evaluation does not only focus on newswire,
but also we analyse the use of compendium in blogs, image captions,
and medical research papers. Moreover, within each context several
types of summaries taking into account different factors are evaluated.
Concerning the input, single and multi-document summaries are evalu-
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ated. Regarding the purpose of the summaries, generic, query-focused,
and sentiment-based summaries compendium is able to produce are
also evaluated; and finally, abstractive-oriented summaries will be also
assessed, as far as the output is concerned. The evaluation method-
ology mostly employed is ROUGE (Lin, 2004), since it is automatic
and it has been widely adopted by the research community for the
evaluation of summaries. However, we are aware of its limitations as a
tool, and therefore, in some cases, the evaluation carried out is com-
plemented with manual evaluation according to quality criteria or user
satisfaction. Finally, apart from evaluating the summaries generated
using compendium, we also compared the results obtained with re-
spect to the state-of-the-art approaches, thus being able to analyse
potentials and limitations the proposed TS tool has.

Therefore, in order to cover the main objective and its subobjec-
tives, the structure of the chapter is as follows. Section 5.2 explains
the evaluation methodology employed. Then, the description of the
different corpora used is provided in Section 5.3. Finally, the experi-
ments and the results obtained are presented in Section 5.4. Previous
to provide an evaluation of compendium as a whole, the appropri-
ateness of textual entailment as a redundancy method is measured
(Subsection 5.4.1), and then the techniques proposed for topic identi-
fication and relevance detection are assessed (Subsection 5.4.2). After
that, its performance is evaluated in a wide range of domains, com-
prising newswire, image captions, blogs and medical research papers
(Subsection 5.4.3). The evaluation will provide some insights of the
advantages and limitations of compendium, which will be discussed
in Section 5.5, as well as the main conclusions drawn.

5.2 Evaluation Environment

A number of experiments with various corpora are conducted in or-
der to assess the performance of compendium. We select ROUGE1

as the tool for automatically evaluating our summaries, since it is a
widespread TS evaluation tool that has been shown to correlate well
with human evaluations (Lin & Hovy, 2003). ROUGE is able to evalu-
ate how informative an automatic summary is by comparing its content

1 http://berouge.com/default.aspx



5.3 Corpora Used 105

to one or more reference summaries. Such comparison is made in terms
of n-gram co-occurrence. The most well-known ROUGE metrics are:
ROUGE-1 and ROUGE-2, which compute the number of overlapping
unigrams and bigrams, respectively; ROUGE-SU4, which measures the
overlap of skip-bigrams an automatic summary contains with respect
to a model one, with a maximum distance of four words between them;
and finally, ROUGE-L, which calculates the longest common subse-
quence between two summaries. However, as we explained in Chapter
3, ROUGE presents some disadvantages. For instance, we need to have
at least one reference summary in order to be able to use this tool. An
important issue is that ROUGE can give an idea of how a summary
performs regarding its content with respect to another; however, it
does not ensure that the evaluated summary is good or bad. Good
summaries can obtain low ROUGE results if their vocabulary do not
match with the one included in the reference summaries; or bad sum-
maries can perform good according ROUGE, being illegible from a
human point of view.

In the cases where we do not have model summaries, we perform
a manual evaluation, taking into account different criteria concerning
the quality of the generated summaries, such as grammaticality, re-
dundancy or focus. In other cases, the user satisfaction is evaluated,
in order to determine the usefulness of an automatic summary from a
human point of view. In these cases, we establish a rating scale where
different degrees of goodness are analysed. For instance, a 3-level scale
may comprise the values “low”, “medium”, and “high”, whereas in a
5-level Likert scale the degrees to measure the agreement with respect
to a specific issue are established (“strongly agree”, “agree”, “neither
agreee nor disagree”, “disagree”, and “strongly disagree”).

5.3 Corpora Used

As corpora, we use several data sets belonging to different domains,
depending on the experiment performed and the type of summary we
want to evaluate. The advantages of not focusing only on one specific
corpus is that compendium can be assessed from a broader perspec-
tive, and its strengthens and weaknesses can be found out. In partic-
ular, compendium is evaluated for the following corpora:
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• Newswire. It consists of a collection of English newswire documents
provided by DUC2. On the one hand, we use the news documents
within the DUC 2002 conference. These are 567 documents grouped
in 59 clusters, where each cluster represents a set of topic related
documents. Moreover, model summaries for each news are also pro-
vided. Specifically, for each document, the number of reference sum-
maries range from 1 to 2 (1,112 model summaries in total). This data
is appropriate for carrying out single- and multi-document generic
TS. On the other hand, for multi-document summarisation, the data
provided in DUC 2003 and DUC 2004 are also suitable. They consist
of 30 and 50 clusters of news documents, for DUC 2003 and 2004
respectively, containing approximately 10 documents each, and 4
model summaries for each cluster.

• Image captions. This corpus was created by Aker and Gaizauskas
(2010b), and it contains 308 different images with manually assigned
place names. Each image has 10 documents in English related to it
that have been retrieved using a search engine, where the name of
each place has been set as the query. Additionally, each image has
up to 4 model summaries (932 in total) which were created manually
using the on-line social site, VirtualTourist3. This corpus is especially
suitable for generating query-focused summaries of multiple input
documents.

• Blogs. This corpus consists of 51 blogs together with their com-
ments extracted from the Web. They deal with five different topics
(economy, science and technology, cooking, society and sport). The
blogs and their corresponding comments are written in English and
all of them have the same structure: the authors create an initial
entry containing a piece of news and their opinion on it and sub-
sequently, bloggers reply expressing their opinions about the topic.
We use this corpus for generating sentiment-based summaries.

• Medical research papers. This corpus consists of a collection of
50 research articles from specialised journals of medicine that were
gathered directly from the Web4. Each article contains a human-
written abstract, that can be considered as a model summary.

2 http://www-nlpir.nist.gov/projects/duc/data.html
3 http://www.virtualtourist.com/
4 http://www.elsevier.com/wps/product/cws home/622356
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This collection of journal articles are appropriate to perform single-
document summarisation.

Table 5.1 shows an overview of all the data sets we have worked
with. Additionally, some properties are also provided. In particular, for
each corpus, the table shows: the number of clusters, the number of
total documents within each corpus, the average size of the documents
(in number of words), the number of model summaries available for
each corpus, and finally the average length of the model summaries (in
number of words, as well).

Corpus Num.
clusters

Num.
docs

Avg.length
(docs)

Num.model
sum.

Avg.length
(model sum)

Newswire
DUC 2002

59 567 630 1,112 100

Newswire
DUC 2003

30 298 669 120 100

Newswire
DUC 2004

50 500 601 200 100

Image cap-
tions

308 3,080 690 932 200

Blogs - 51 5,547.55 - -

Medical re-
search papers

- 50 2,060 51 162.7

Table 5.1. Overview of the corpora used and their properties.

5.4 Experiments and Results

In this section, the experiments conducted for evaluating the different
types of summaries compendium is able to generate are described.
In particular, we evaluate: single- and multi-document summaries;
generic, query-focused and sentiment-based summaries; and extracts
and abstractive-oriented summaries. Moreover, two additional exper-
iments are also taken into consideration. The performance of textual
entailment as a redundancy detection method is assessed, whereas
term frequency and the Code Quantity Principle are evaluated to de-
cide whether or not they are good techniques to identify the topics of
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a document, and determine the relevance of a sentence, respectively.
The motivation behind the use of these techniques was explained in the
previous chapter, where compendium TS tool was presented. Briefly,
textual entailment was selected as a redundancy method because it
can identify whether a sentence can be deduced from another. This
fact indicates that both sentences share some content, despite being
written with different vocabulary. Term frequency was chosen since it
was proven to be very useful for TS, and it has been widely taken
into account in lots of approaches. Finally, the idea behind the Code
Quantity Principle is to have more information about how humans re-
tain the information when they read it, and approach this perspective
with methods based on HLT. Moreover, the reasons why the proposed
experiments were carried out are twofold. On the one hand, we want
to ensure that the techniques proposed for compendium are appro-
priate, and on the other hand, we do not want to restrict our TS
tool to a particular type of summary or domain. On the contrary, our
aim is to analyse if the techniques proposed within compendium are
appropriate for generating the most common types of summaries of
well-known text types (newswire, image captions, blogs, and medical
research papers). Moreover, by carrying out these experiments, we are
also able to compare our results with other TS systems. The results
obtained for all these experiments are shown in different subsections
(Subsection 5.4.1, 5.4.2, and 5.4.3), and a discussion is provided within
each of them.

Table 5.2 provides a general perspective of the experimental setup.
In this table it is shown the type of summary assessed, the evaluation
method employed, the corpus used, as well as the section where the
evaluation of such experiment can be found.

5.4.1 Assessing Textual Entailment as a Redundancy
Detection Method

compendium relies on Textual Entailment (TE) as a redundancy de-
tection method. In order to evaluate whether it is a good choice with
respect to other approaches, we compared it to two well-known meth-
ods for avoiding redundancy in TS: i) Cosine Similarity (CoSim) and
ii) Maximal Marginal Relevance (MMR). The reason why such meth-
ods are selected for comparison are explained next. On the one hand,
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Assessment Corpus Sum.
length

Eval.
method

Section

Redundancy detection
method

Newswire DUC
2002, 2003, and
2004

100 Human
eval.

5.4.1

Features for topic iden-
tification and relevance
detection

Newswire DUC
2002

100 ROUGE 5.4.2

Single-doc, generic ex-
tracts

Newswire DUC
2002

100 ROUGE 5.4.3

Multi-doc, generic ex-
tracts

Newswire DUC
2002, 2003, and
2004

100 ROUGE 5.4.3

Multi-doc, generic ex-
tracts

Image captions 200 ROUGE 5.4.3

Multi-doc, query-
focused extracts

Image captions 200 ROUGE 5.4.3

Single-doc, sentiment-
based extracts

Blogs 10%, 15%
and 20%

Human
eval.

5.4.3

Single-doc, generic ab-
stracts

Medical re-
search papers

162 ROUGE
and human
eval.

5.4.3

Table 5.2. Overview of the experiments performed.

CoSim is one of the most widespread approaches to tackle redundancy
in TS (Radev et al., 2001), (Toutanova et al., 2007), (Stokes et al.,
2007), since it is a fast and simple method. However, it has some lim-
itations due to the fact that it only detects lexical similarity (word
overlapping) between sentences. On the other hand, MMR (Carbonell
& Goldstein, 1998) attempts to maximise the relevance of a sentence
for including in the summary the most relevant ones, but at the same
time, it reduces the chances of adding a sentence with information that
has been already included.

For assessing the performance of TE with regard to CoSim and
MMR, we used the clusters of news provided in DUC editions of 2002,
2003, and 2004. compendium is employed to generate summaries with
TE, and an external TS system, MEAD (Radev et al., 2004), is selected
for producing summaries with cosine similarity5 and MMR. Also, two
baselines are also analysed: LEAD and RANDOM. In the first one,
summaries are produced by selecting the first sentence of each doc-

5 By default, the similarity threshold for cosine similarity is set to 0.7 in MEAD.
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ument in the cluster, then, the second sentence, and so on until the
desired summary size is reached (in our case, 100 words). The latter
selects random sentences from documents.

To carry out the human evaluation, a group of seven undergrad-
uate and postgraduate students was given specific guidelines about
how summaries should be evaluated. The same guidelines as in the
evaluation of DUC conferences6 are followed, but focusing only on the
non-redundancy aspect. The goal of this evaluation is to determine the
amount of repeated information in the generated summaries, so they
were asked to provide a score in a five-point scale for each summary,
according to the non-redundancy quality criteria: “There should be no
unnecessary repetition in the summary. Unnecessary repetition might
take the form of whole sentence that is repeated, or repeated facts, or
the repeated use of a noun or noun phrase when a pronoun would suf-
fice.” Specifically, the humans were told to rate a summary according
this exact question:

To what degree does the summary say the same
thing over and over again?
1. Quite a lot; most sentences are repetitive
2. More than half of the text is repetitive
3. Some repetition
4. Minor repetitions
5. None; the summary has no repeated information

The evaluation process was completely blind, in the sense that hu-
mans did not have any information about which summary was gener-
ated with which method. Once all the summaries were evaluated, each
numeric rating was mapped into a qualitative scale of three possible
values: very good, acceptable, and very bad. The first one, very good,
grouped ratings 4 and 5; acceptable corresponded to value 3; and fi-
nally very bad was bound to values 1 and 2. At the end, each summary
pertained to one of this three categories. The reason for doing this was
that sometimes the barrier between one category and another was very
fuzzy, so in order to reduce ambiguities, the initial fine-grained scale
was mapped to this new one.

6 http://www-nlpir.nist.gov/projects/duc/
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Approach % DUC-02 DUC-03 DUC-04 Mean

LEAD

Very good 17.0 13.3 30.0 20.1

Acceptable 39.0 30.0 44.0 37.7

Very bad 44.1 56.6 26.0 42.2

RANDOM

Very good 76.1 76.7 86.0 79.6

Acceptable 22.0 23.3 12.0 19.1

Very bad 1.7 0 2.0 1.2

CoSim

Very good 55.9 73.3 36.0 55.1

Acceptable 39.0 13.3 50.0 34.1

Very bad 5.1 13.4 14.0 10.8

MMR

Very good 55.9 61.7 38.0 51.9

Acceptable 37.3 26.7 20.0 28.0

Very bad 6.8 11.6 42.0 20.1

TE

Very good 86.4 85.0 98.0 89.8

Acceptable 10.2 15.0 2.0 9.1

Very bad 3.4 0 0 1.1

Table 5.3. Analysis of the redundancy found in summaries with different meth-
ods (CoSim=cosine similarity within MEAD; MMR=maximal marginal relevance
within MEAD; and TE = textual entailment within compendium).

Table 5.3 shows the percentage of summaries in each category and
for each data set. As it can be seen, most summaries that have used
TE as a redundancy detection method were evaluated as “very good”,
being the percentage of “very bad” summaries almost non-existent.
Although the performance of the TE module used is around 60%
(Ferrández et al., 2009), it is able to identify sufficient redundancy,
preventing summaries from containing repeated information. There-
fore, TE is an appropriate method for detecting redundant informa-
tion. Regarding the other analysed approaches, it is worth mentioning
that both CoSim and MMR under the MEAD system perform quite
similar. Finally, with regard to the baselines (LEAD and RANDOM),
the RANDOM baseline performs very good, and despite selecting sen-
tences randomly, the corresponding summaries do not contain much
redundant information. In contrast, the LEAD baseline does not get
satisfactory results concerning redundancy. This was expected since it
was produced by taking the first sentence of the first document, then
the first sentence of the second, etc. so, the chances that similar in-
formation is stated in the first sentence of several related documents
increase.
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5.4.2 Assessing the Features for Topic Identification and
Relevance Detection

In this evaluation, we aim at evaluating the appropriateness of the fea-
tures proposed for topic identification (term frequency) and relevance
detection (the Code Quantity Principle) that compendium employs.
The evaluation carried out comprises the analysis of these features on
their own, as well as their combination, as it was explained in the
relevance detection stage in Chapter 4.

In order to analyse to what extent the proposed features are suitable
for TS, we generate generic extracts of 100 words, using the newswire
DUC 2002 corpus. To produce such summaries, we follow one of these
approaches:

• Only Term Frequency (TF). We select as summary sentences
those ones containing only the important topics identified with TF.
This corresponds to the topic identification stage of compendium,
where TF is used to identify important topics. In order to build a
summary from these topics, we rank sentences, according to Formula
5.1, and the top-ranked ones form the summary.

Scsi
=

∑n
i=1 tfj

n
. (5.1)

where
Scsi

= Score of sentence i
tfj = frequency of word j, i.e, number of times that j appears in the
source document
n = length of the sentence without considering stop words.

• Only The Code Quantity Principle (CQP). We select as sum-
mary sentences those ones which their relevance has been determined
using only CQP, without taking into account the topic identification
stage. Formula 5.2 shows how we rank sentences taking into account
this feature on its own. Again, the top-ranked sentences according
to this formula are extracted.

Scsi
=

1

#NPi

∑

w∈NP

|w| . (5.2)
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where:
Scsi

= Score of sentence i
#NPi = number of noun-phrases contained in sentence i,
|w |= 1, when a word belongs to a noun-phrase.

• Combination of TF and CQP (TF+CQP). This corresponds
to the stages topic identification and relevance detection of com-

pendium explained in Chapter 4. We next remember the formula
used for ranking sentences (Formula 5.3).

rsi
=

1

#NPi

∑

w∈NP

|tfw| (5.3)

where:
rsi

= is the relevance of sentence i,
#NPi = number of noun-phrases contained in sentence i,
tfw = frequency of word w that belongs to the sentence’s noun-
phrase.

For the evaluation, we computed the values for ROUGE-1, ROUGE-
2, ROUGE-SU4, and ROUGE-L7. Table 5.4 shows the results obtained
for each of the three approaches analysed. The results represent the
F-measure value (β = 1), since it combines both precision and re-
call, and gives an idea of how good the summaries are with respect to
the model summaries also provided in the corpus. A paired t-test was
carried out in order to account for the statistical significance of the
results obtained. The results with a statistical significance at a 95%
confidence level are marked with a star.

Approach ROUGE-1 ROUGE-2 ROUGE-SU4 ROUGE-L

TF 0.42951 0.16970 0.19618 0.38951

CQP 0.41751 0.17127 0.19261 0.38039

TF+CQP 0.44153* 0.18565* 0.20795* 0.39920*

Table 5.4. Analysis of the features used in compendium.

7 The parameters for ROUGE were fixed to: -n 2 -m -2 4 -u -c 95 -r 1000 -f A -p
0.5 -t 0 -l 100 -d
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As it can be seen in Table 5.4, the combined approach (TF+CQP)
obtains better results than the other two, improving the performance
of TF and CQP, respectively, by 4% and 6.80% on average, for all
ROUGE metrics. Regarding the analysis of the individual features,
it is worth mentioning that the summaries generated using only TF
perform better than the ones produced only with CQP. This may be
due to the fact we do not take into consideration any technique to
identify the most important terms or topics of a document. There-
fore, it can happen that the noun-phrases of the selected sentences do
not contain relevant terms, and as a consequence, the performance is
affected. However, when combined the two proposed features in the
same approach (TF+CQP), results improved being statistical signifi-
cant over the remaining approaches. Hence, the proposed features are
appropriate for TS, and in particular for compendium.

5.4.3 Assessing COMPENDIUM in Different Domains and
Contexts

In this Section, we evaluate the performance of compendium as a
whole TS approach. As we explained in the previous chapter (Chapter
4), we defined some stages of the TS process as core, whereas other
were proposed as additional stages, for enhancing the capabilities of
compendium. Table 5.5 shows the different variants of compendium,
together with the kinds of summary generated and the stages involved
in the process.

Moreover, we group the different evaluations conducted with re-
spect to the type of corpora used (newswire, image captions, blogs,
and medical research papers). We next described in detail the experi-
ments performed and the results obtained within each domain.

• Newswire corpus. Using the different DUC corpora about news,
compendiumE is evaluated for single- and multi-document sum-
marisation. For both evaluations, we use ROUGE-1, ROUGE-2 and
ROUGE-L8, and we report the values for F-measure (β = 1). On
the one hand, for single-document summarisation, we use the DUC

8 We follow the guidelines corresponding to DUC 2002 (task 1 and 2), DUC 2003
(task 2), and DUC 2004 (task 2). Moreover, the parameters for ROUGE are fixed
to: -n 2 -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0 -l 100



5.4 Experiments and Results 115

Short name Type of summaries TS stages involved

compendiumE

- surface linguistic analysis

- redundancy detection

single- or multi-doc, - topic identification

generic extracts - relevance detection

- summary generation

compendiumQE

- surface linguistic analysis

- redundancy detection

- query similarity

single- or multi-doc, - topic identification

query-focused extracts - relevance detection

- summary generation

compendiumSE

- surface linguistic analysis

- redundancy detection

- subjective information de-
tection

single- or multi-doc, - topic identification

sentiment-based extracts - relevance detection

- summary generation

compendiumE−A

- surface linguistic analysis

- redundancy detection

- topic identification

single- or multi-doc, - relevance detection

generic abstractive ori-
ented summaries

- information compression
and fusion

- summary generation

Table 5.5. Variants of compendium.

2002 corpus, whereas on the other hand, this corpus together with
the ones for DUC 2003 and DUC 2004 are used for generating multi-
document summaries.

Table 5.6 shows the results compendiumE obtains for the differ-
ent newswire corpora. As it can be seen, single-document sum-
maries achieve better results (around 45% for ROUGE-1) than
multi-document ones (30% on average). The difference in perfor-
mance may be due to the fact that we do not employ any specific
technique for tackling multi-document summarisation. In contrast,
we merge all related documents into a single one, and this is used as
input for compendiumE .
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Single-document Multi-document

DUC 2002

ROUGE-1 0.45611 0.30137

ROUGE-2 0.20252 0.05327

ROUGE-L 0.41382 0.26373

DUC 2003

ROUGE-1 - 0.28977

ROUGE-2 - 0.05481

ROUGE-L - 0.25399

DUC 2004

ROUGE-1 - 0.31091

ROUGE-2 - 0.06316

ROUGE-L - 0.27633

Table 5.6. compendiumE results for single- and multi-document summarisation
for the newswire domain, F-measure (β = 1).

An example of a single- and a multi-document summary generated
by compendiumE is shown in Table 5.7.

Furthermore, we carry out a comparison of our results with respect
to the best scoring system in the respective DUC editions, as well as
a Lead baseline that builds the summary taking the first sentence of
each document in the case of single-document summarisation, and it
takes the first sentence of the first document, then the first sentence
of the second document, and so on, for multi-document. In these
cases, we report the recall value for ROUGE-1. Table 5.8 shows such
comparison.

The single-document summaries achieve very good performance
compared to the best system at DUC 2002, and the Lead baseline.
In this case, compendiumE outperforms the best system by approx-
imately 8%, and an increase of 12% is obtained over the baseline.
On the contrary, results for multi-document summarisation are not
as good. The Lead baseline is improved by a 33% and 40% for DUC
2002 and 2003 data, respectively, but there is a marginal increase
for DUC 2004 (0.2%). Despite these improvements, the performance
of compendiumE for multi-document summarisation does not sur-
pass the best system at DUC. This difference is due to the fact that
we approach multi-document summarisation as a single-document
summarisation where all related documents are considered as a sin-
gle one. This is an indication that this type of summarisation may
require a more elaborate processing instead.
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COMPENDIUME (single-document summary):

What do Charlie Chaplin, Greta Garbo, Cary Grant, Alfred Hitchcock and
Steven Spielberg have in common?

They have never won Academy Awards for their individual achievements.

Oscar’s 60-year history is filled with examples of the film world’s highest
achievers being overlooked by the Academy of Motion Picture Arts and Sci-
ences.

The honorary award has also proved useful to salve the Academy’s conscience.

Douglas Fairbanks, Judy Garland, Noel Coward, Ernst Lubitsch, Fred Astaire,
Gene Kelly, Harold Lloyd, Greta Garbo, Maurice Chevalier, Stan Laurel, Cary
Grant, Lillian Gish, Edward G. Robinson, Groucho Marx, Howard Hawks and
Jean Renoir are others who have received honorary awards.

COMPENDIUME (multi-document summary):

Oscar, manufactured by the R.S. Owens Co., Chicago, is made of Britannia
metal, copper plate, nickel plate and gold plate.

They have never won Academy Awards for their individual achievements.

Oscar’s 60-year history is filled with examples of the film world’s highest
achievers being overlooked by the Academy of Motion Picture Arts and Sci-
ences.

The honorary award has also proved useful to salve the Academy’s conscience.

How long was the longest Oscar ceremony?

Free enterprise has collided with the Academy Awards, and everybody’s trying
to pick up the pieces.

Table 5.7. Single- and multi-document summaries generated by compendiumE

for document AP880325-0239 (DUC 2002, cluster d078b).

DUC 2002 DUC 2003 DUC 2004

TS system Single Multi Multi Multi

Best DUC participant 0.42776 0.35151 0.37980 0.38232

compendiumE 0.46008 0.30341 0.29355 0.31362

Lead baseline 0.41132 0.22771 0.20967 0.31293

Table 5.8. Comparison of compendiumE ’s performance with other text summari-
sation systems (recall value).

• Image caption corpus. Generic and query-focused summaries
were produced using compendiumE and compendiumQE , respec-
tively. In total, 308 summaries of 200 words each were generated.
To evaluate both approaches, we use ROUGE-2 and ROUGE-SU49,
and compare the automatic summaries against the model summaries
also provided in this corpus.

9 ROUGE parameters: -n 2 -x -m -2 4 -u -c 95 -r 1000 -f A -p 0.5 -t 0 -l 200
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Furthermore, as baseline the first 200 words of the Wikipedia article
describing each image were selected. Also, for comparison purposes,
we generated summaries employing different state-of-the-art TS sys-
tems. In particular, these were: SummGraph (Plaza et al., 2008),
MEAD (Radev et al., 2004), and SUMMA (Saggion, 2008). In this
way, the performance for generic and query-based summarisation for
such systems was also compared. The results are given in Tables 5.9
and 5.10, respectively.

TS system ROUGE-2 ROUGE-SU4

Wikipedia baseline 0.09632 0.14203

SummGraph 0.08950 0.14290

MEAD 0.08866 0.13769

compendiumE 0.08551 0.13371

SUMMA 0.06423 0.10919

Table 5.9. Results for generic summarisation in the image caption corpus (recall
value).

TS system ROUGE-2 ROUGE-SU4

Wikipedia baseline 0.09632 0.14203

SummGraph 0.10075 0.15430

MEAD 0.10192 0.15353

compendiumQE 0.08864 0.13892

SUMMA 0.06532 0.10946

Table 5.10. Results for query-focused summarisation in the image caption corpus
(recall value).

From the results obtained, we can conclude that query-focused sum-
marisation is more appropriate for this type of data. If we observed
the results for the summarisers, all ROUGE scores in Table 5.10
(query-focused summaries) are higher than the ones in Table 5.9
(generic summaries). Moreover, a Wilcoxon signed-rank test is com-
puted for assessing the significance of the results. For all summaris-
ers, except SUMMA, the query-focused summaries are significantly
better than the generic ones.
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Regarding our TS approach, compendium, the results for the query-
focused approach (compendiumQE) increase by approximately a
4% on average with respect to the generic one (compendiumE).
Wikipedia summaries are a difficult goal to achieve, as it can be
seen from the results where only two summarisers, when producing
query-focused summaries (SummGraph and MEAD), obtain higher
results. The reasons why it is so difficult to perform better than
the Wikipedia baseline are: 1) these articles have been created by
humans; 2) the first paragraph in a Wikipedia article is usually a
summary of the entire document content; and 3) Wikipedia articles
almost exclusively contain salient information to the subject matter,
and do not present other information somehow related to the topic
but not important (e.g. nearby hotels, or transport services).

Next, we try to elucidate the rearons why compendium performs
lower than SummGraph and MEAD. Analysing the type of docu-
ments and the resulting summaries, we have realised that one of
the main problems resides in the nature of the corpus. Most doc-
uments in the corpus contain sentences with a high number of
noun-phrases, but which are unrelated to the topic (e.g ‘‘Mahogany,
Maple, crown mouldings, multiple Viking ovens, Sub-Zero refriger-
ators, antique. . . ”). Since compendium gives more importance to
sentences containing longer noun-phrases, according to the CQP fea-
ture, these types of sentences are scored higher. Therefore, they are
wrongly considered relevant, and they are final incorporated in the
summary. In these cases, the quality of the final summaries is directly
affected by these sentences.

Finally, two examples of summaries for this corpus is shown in Table
5.11. The summary at the top corresponds to a generic summary
produced using compendiumE , whereas the one at the bottom is a
query-focused one (compendiumQE).
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COMPENDIUME (generic summary):

Nou Camp in both Spanish and English is a football stadium in Barcelona,
Spain.

The stadium has been the home of FC Barcelona since The stadium’s con-
struction in 1957.

The stadium is a UEFA 5-star rated stadium, and has hosted numerous in-
ternational matches at senior level, and UEFA Champions League finals, the
most recent being in 1999.

The stadium has a capacity of 98,772, making The stadium the largest stadium
in Europe, and the eleventh largest in the world.

The stadium’s official name was Estadi del FC Barcelona FC Barcelona Sta-
dium until 2000, when the club membership voted to change the official name
to the popular nickname, Camp Nou.

Across Camp Nou is the Palau Blaugrana, the stadium for indoor sports and
adjacent is the Ice Rink, the stadium for ice-based sports.

Just behind the complex is the Mini Estadi, the stadium where the FC
Barcelona Atlètic plays the FC Barcelona Atl tic’s games.

By the early 1950s, Barcelona had outgrown Barcelona’s old stadium, Camp
de Les Corts which had held 60,000 supporters.

With the outlawing of standing sections at the stadium in the late 1990s,
stadium’s capacity settled to just below 99,000.

COMPENDIUMQE (query-focused summary):

The Camp Nou “new field”, Catalan pronunciation : [’kam ’now], often er-
roneously called the “Nou Camp” in both Spanish and English is a football
stadium in Barcelona, Spain.

The stadium’s official name was Estadi del FC Barcelona FC Barcelona Sta-
dium until 2000, when the club membership voted to change the official name
to the popular nickname, Camp Nou.

Across Camp Nou is the Palau Blaugrana, the stadium for indoor sports and
adjacent is the Ice Rink, the stadium for ice-based sports.

By the early 1950s, Barcelona had outgrown Barcelona’s old stadium, Camp
de Les Corts which had held 60,000 supporters.

The Camp Nou, built between 1954 and 1957, was designed by architects
Francesc Mitjans-Mir, Lorenzo Garc a Barbon and Josep Soteras Mauri.

FC Barcelona won Eulogio Mart́ınez first game at Camp Nou in impressive
fashion, a 4-2 victory against Legia Warsaw, with Eulogio Mart́ınez scoring
the first goal at the new stadium.

On September 18, 2007, British architect Norman Foster and Foster’s company
were selected to “restructure” the Camp Nou.

The upper ring lowers to give way to a roof structure above the main tribune.

The height of the stadium offers a great sensation of majesty.

Table 5.11. Generic and query-focused summaries generated by compendium for
the place Camp Nou.
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• Blog corpus. The comments associated to each blog in the corpus
are used to produce sentiment-based summaries (compendiumSE).
Different from the previous experiments, instead of generating sum-
maries of a fixed length, we experimented with three different com-
pression rates (10%, 15% and 20% of the document).

The evaluation conducted also varies from the previous ones in the
sense that ROUGE is not employed. Instead, a qualitative evaluation
is conducted, where summaries are evaluated manually. It is worth
stressing upon the fact that we focus more on the quality of the sum-
maries rather than on their content, since the content would depend
on the specific need a user has at a particular moment. Moreover,
for this corpus we do not have model summaries, and to produce
them manually is a difficult and time-consuming task.

In particular, the criteria proposed for evaluating the opinion sum-
maries are the following: redundancy, grammaticality, focus and dif-
ficulty. Redundancy measures the presence of repeated information
in a summary. Grammaticality accounts for the number of spelling
or grammatical errors that a summary presents. Focus evaluates
whether it is possible or not to understand the topic of the sum-
mary, that is, the main subject of the text; and finally, difficulty
refers to the extent to which a human can understand a summary
as a whole or not.

If we have a look at the criteria proposed in DUC and TAC confer-
ence, we will realise that we adopt more or less the same, except from
the difficulty criteria which is non-conventional. The reason why this
criterion is included is that it provides an idea of the summary as a
whole, regarding its readability.

Furthermore, three different degrees of goodness are established for
each evaluated criteria. These were non-acceptable, understandable
and acceptable. In this classification, acceptable means that the sum-
mary meets the specific criterion and therefore is good, whereas non-
acceptable means that the summary would not be good enough with
respect to a criterion. When assessing the difficulty, the summaries
were classified with regard to high, medium and low, being low, the
better. Table 5.12 shows the results for this evaluation.

Analysing the results obtained, a set of interesting conclusions can
be drawn. As far as the grammaticality criterion is concerned, the re-
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Compression Rate

Criterion % 10% 15% 20%

Redundancy

Non-acceptable 26 0 4

Understandable 45 6 10

Acceptable 29 94 86

Grammaticality

Non-acceptable 4 2 0

Understandable 22 27 55

Acceptable 74 71 45

Focus

Non-acceptable 33 26 14

Understandable 43 29 47

Acceptable 24 45 39

Difficulty

High 35 18 8

Medium 28 35 51

Low 37 51 41

Table 5.12. Results for compendiumSE within the blog corpus.

sults show a decrease of grammaticality errors as the size of the sum-
mary lowers. We can see that the number of acceptable summaries
varies from 74% to 45%, for a compression rate of 20% and 10%, re-
spectively. This is obvious, because the longer the summary, the more
chances there are for containing orthographic or grammatical errors.
Due to the informal language used in blogs, we thought a priori that
summaries would contain many spelling mistakes. Contrary to our
expectations, generated summaries are quite well-written, only 4%
of them, at most, being non-acceptable. Another important fact that
can be inferred from the results is related to how the summaries deal
with the topic. According to the percentages shown in the tables
presented previously, the number of summaries that have correctly
identified the topic and have therefore been evaluated as acceptable,
changes considerably with respect to the different summary sizes,
increasing when we change from 10% to 15%, but decreasing when
changing from 15% to 20%. However, as a general trend, we can see
that when taking into account the number of summaries that have
not performed correctly in the focus parameter, there is a decreas-
ing trend, reducing the incorrect summaries from 33% to 14%. This
means that for longer summaries, the topic may be stated along the
summary, although not necessarily at the beginning of it, whereas
for shorter summaries, there is no such flexibility, and as a con-
sequence, if the topic does not appear at the beginning, the most
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probable thing is that it does not appear in the summary at all. Fi-
nally, regarding redundancy, results indicate that summaries of 15%
and 20% contain less repeated information than shorter ones. What
can be seen from the results is that the summaries of 20% compres-
sion rate obtain the best results on average over the rest of the size
experimented with. This is due to the fact that this compression
rate achieves higher percentage (for the understandable and accept-
able degrees of goodness) in two (grammaticality and focus) out of
the three criteria proposed. Only the 15% compression rate sum-
maries obtained better results in the redundancy criterion. On the
other hand, as far as the difficulty criteria concerned, results are also
encouraging. According to the evaluation performed, the longer the
summaries, the easier they are to be understood in general. Group-
ing the percentages of summaries, we obtained that 65%, 86% and
92% of the summaries of size 10%, 15% and 20%, respectively, have,
either medium or low level of difficulty, which means that they could
be understood as a whole without serious difficulties. Again, for this
criterion, the 20% summaries achieve the best results. This has also
been proven by previous research work, which demonstrated that
this compression rate is more suitable for an acceptable quality of
summaries (Morris et al., 1992). It is worth mentioning that this cri-
terion is rather subjective and depends to a large extent on different
factors, such as the knowledge the person who reads the summaries,
the number of grammatical errors the text contains, or the connect-
edness of the sentences. Moreover, it is reasonable to think that long
summaries can be more difficult to understand, but our experiments
show that is it actually the other way around, because longer sum-
maries may contain more information than short ones, which allows
the user to have more awareness of the content and what the sum-
mary is about.

In general terms, while evaluating the summaries obtained, we no-
ticed some recurrent mistakes. The first one is the punctuation; in
some cases we noticed some commas missing or instead of having a
comma, contain a full stop. (e.g. “So. One option...”) Also, in some
cases, apostrophes are missing, in examples such as dont. The sec-
ond error is that in some cases the summaries start with a sentence
containing a coreference element that we cannot resolve, because the
antecedent has been deleted or sentences that imply some concept
previously mentioned in the original text have not been selected. It
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is also worth mentioning that some of the grammatical errors are
due to users’ misspellings, for example “I thikn”. The third error
concerns the spelling mistakes found in the summaries, which are
directly transferred from the initial blog posts, which also contains
such kind of errors (e.g. calender). Finally, we also found some void
sentences, that do not contribute to the general meaning of the sum-
mary as for example, “I m an idiot”, “Just an occasional visitor’, or
“welcome back!!!”.

COMPENDIUMSE (sentiment-based summary):

Clothilde, I love the wallpapers!

They keep everything tasty and fresh!

Thanks a lot for the gorgeous calender desktop background.

What a great idea and beautiful photo.

I’ve just started recreating some of the easier and more attainable recipes.

Another lovely calendar! Clotilde, have you discontinued your “Bonjour mois”
newsletter?

I’m terribly late this month but was enjoying the cheese so much that I just
forgot! The peas are another winner of course.

My only quibble would be about the name.

Table 5.13. Sentiment-based summary generated by compendiumSE for blog 29.

Table 5.13 shows an example of an automatic summary for blog 29
with a compression rate of 10%. In this case, the summary contains
mostly positive opinions, having only the last sentence a negative
charge (“My only quibble would be about the name”).

As it can be seen, only opinions have been considered and these are
presented grouped into positives, on the one hand, and negatives,
on the other. We considered it as good due to the fact that there
are no objectives or useless sentences. The system presents subjec-
tive sentences with an emotional charge, and as a consequence this
summary meets our purposes.

• Medical research papers corpus. With this set of documents,
we want to analyse the capabilities of compendium for genera-
ting abstractive-oriented summaries. In this particular evaluation,
we generate summaries of 162 words and our goal is to analyse to
what extent resulting abstracts are valid. Therefore, we set up a
comparison between compendiumE and compendiumE−A.
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Table 5.14 shows an example of two summaries generated with
compendiumE and compendiumE−A, respectively. It is worth men-
tioning that these approaches produce generic summaries, and for
generating them neither the keywords of the original article nor the
information in the titles or in the abstract were taken into consider-
ation. As it can be seen both summaries share some of the sentences,
whereas others have been shorten in the latter.

Specifically, we set up three different types of evaluation. In the first
one, we use the model abstracts of the articles and we compare them
with the ones generated by compendiumE and compendiumE−A,
for our extractive and abstractive-oriented approach, respectively.
The second evaluation aims at determining to what extent our gen-
erated summaries contain the main topics of the research articles.
Finally, in the third evaluation, we assess the summaries with regard
to user satisfaction with respect to a 5-level Likert scale. Next, each
of these types of evaluation is explained in more detail.

– Comparison with human abstracts.

In this evaluation, the summaries generated by compendiumE

and compendiumE−A are assessed with respect to the human ab-
stracts provided in the original articles. We use ROUGE-110 and
we report the values of recall, precision and F-measure (β = 1).
We also compare the results obtained with a state of the art sum-
mariser: MS-Word 2007 Summarizer11, and we run a t-test to ac-
count for statistical significance of the results at a 95% confidence
level (statistical significant results are marked with a star).

Table 5.15 shows the results for the first evaluation. In this evalu-
ation, compendiumE−A summaries are evaluated with respect to
the human abstracts, and compared to compendiumE and MS-
Word 2007.

As it can be seen, our both TS approaches are comparable with
respect to the state of the art TS tool (i.e., MS-Word 2007
Summarizer). Regarding compendiumE−A, it is worth mention-
ing that the precision obtained is higher and statistically sig-
nificant compared to the remaining approaches, thus meaning
the information contained is the right one. However, its recall is

10 ROUGE parameters:-n 1 -m -x -c 95 -r 1000 -f A -p 0.5 -t 0 -d -l 160
11 http://www.microsoft.com/education/autosummarize.aspx
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COMPENDIUME (extractive summary):

Histologic examination of lesions plays a key role in the diagnostics of cuta-
neous lupus erythematosus LE .

LE has a broad spectrum of histological signs which are related to the stages
of the lesions, but some signs apply to all stages e.g. mucin deposition.

Histologic findings of skin lesions are essentially identical for systemic lupus
erythmatosus SLE and cutaneous LE.

From the histological standpoint, LE can be classified only into early, fully
developed, late LE, and special manifestations of LE.

The early histologic findings of LE lesions are sparse superficial perivascular
lymphocytic infiltrates, neutrophils and sometimes nuclear dust immediately
beneath the dermoepidermal junction.

Few individual necrotic keratinocytes and focal vacuolar alteration of basal
cells may occur.

Fully developed lesions are characterized by moderately dense to dense perivas-
cular and periappendageal lymphocytic infiltrates in the papillary and reticular
dermis with abundant mucin deposition in the reticular dermis.

According to Kuhn et al. the presence of even slight epidermal or junctional
involvement should exclude LE tumidus.

COMPENDIUME−A (abstractive oriented summary):

LE lesions plays a key role in the diagnostics.

LE has a broad spectrum of histological signs which are related to the stages
of the lesions, but some signs apply to all stages e.g. mucin deposition.

LE lesions are essentially identical for systemic lupus erythmatosus SLE.

LE can be classified only into early histologic.

LE lesions are sparse superficial perivascular lymphocytic infiltrates neu-
trophils and sometimes nuclear dust immediately beneath the dermoepidermal
junction.

Few individual necrotic keratinocytes and focal vacuolar alteration of basal
cells may occur.

Fully developed lesions are characterized by moderately dense to dense perivas-
cular and periappendageal lymphocytic infiltrates in the papillary and reticular
dermis with abundant mucin deposition in the reticular dermis.

According to Kuhn et al the presence of even slight epidermal or junctional
involvement should exclude.

Table 5.14. Example of summaries generated with compendiumE and
compendiumE−A for the 4th medical document in the corpus.

lower, so in the end the final value of F-measure is negatively af-
fected, being compendiumE statistical significant with respect to
compendiumE−A for these specific measures. This is due to the
fact that for this TS approach we rely on the sentences detected
as important in the relevance detection stage, and we compress
or merge some information within them. Therefore, the result-
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TS Approach Recall Precision Fβ=1

compendiumE 0.44022* 0.40525 0.42201*

compendiumE−A 0.38658 0.41809* 0.39533

MS-Word 2007 0.43610 0.40456 0.41974

Table 5.15. ROUGE-1 results for compendiumE−A and its comparison with other
TS approaches.

ing summaries are shorter than the extracts, and since no ex-
tra information is added, the recall value will be never higher
than it is for compendiumE . One possible solution to address
this issue would be to rely on the source document and generate
the new sentences from it instead of the most relevant sentences.
Another strategy would be to include in the compendiumE−A

summary the next highest ranked sentence in the document ac-
cording to the relevance detection stage that were not included
in the extract, because of summary length restrictions. Regarding
compendiumE , it achieves slightly better results than MS-Word
2007; however, there are not statistical differences between them.
Only statistically significant results are obtained with respect to
compendiumE−A.

– Topic identification.

The objective of this evaluation is to assess the generated sum-
maries with respect to the topics they contain. Together with the
content of the article and the abstract, a number of keywords were
also included (5 on average). These keywords usually reflect the
most important topics dealt in the article. Consequently, we anal-
yse to what extent such keywords appear in the summaries gener-
ated by compendiumE and compendiumE−A. If our summaries
are able to contain such keywords, it will mean that they are in-
dicative of the content of the source document, and therefore, they
will be appropriate to provide an idea of what the article is about.
In order to compute the number of keywords a summary contains,
we calculate how many of them are included in the summary, and
we divide this result by the total number of keywords the corre-
sponding article has. Table 5.16 shows the results obtained when
we evaluate the topics included in the summaries.
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% Correct Topics

< 25% < 50% < 75% 75-100%

compendiumE 5% 12.5% 47.5% 35%

compendiumE−A 7.5% 17.5% 42.5% 32.5%

Table 5.16. Percentage of topics resulting summaries contain.

As it can be seen, a considerable percentage of summaries are
able to reflect at least half of the topics of the articles (82.5%
and 75%, for compendiumE and compendiumE−A, respectively).
It is worth stressing upon the fact that our approaches pro-
duce generic summaries and in none of the cases, the keywords
provided in the article were taken into account in the sum-
marisation process. Some of summaries generated employing the
compendiumE−A approach do not contain as many topics as the
ones for compendiumE . This occurs because in the former ap-
proach the resulting summaries contain sentences that may have
been compressed, so in some of these cases, there is a loss of in-
formation, although minimal.

– User satisfaction study. In the last evaluation, we aim at as-
sessing the user satisfaction with respect to the generated sum-
maries. For this purpose, we perform a qualitative evaluation and
we asked 10 humans to evaluate our summaries12 according to a
5-level Likert scale (1= strongly disagree...5=strongly agree). For
each summary, humans were asked to respond to three questions
concerning the appropriateness of the summaries. The questions
asked, as well as the percentage of summaries for each question in
a scale 1 to 5 are shown in Table 5.17 and Table 5.18, respectively.

Q1: The summary reflects the most important issues of the document.

Q2: The summary allows the reader to know what the article is about.

Q3: After reading the original abstract provided with the article, the alterna-
tive summary is also valid.

Table 5.17. Qualitative questions to evaluate the summaries.

12 The humans were also provided with the original articles and their abstracts.
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As it can be seen from the results shown in Table 5.18, our
abstractive-oriented approach (compendiumE−A) obtains better
results than the extractive one (compendiumE). Although the
evaluation concerning the information contained in the summaries
generated with compendiumE−A was not as good as for the ex-
tractive approach, taking into consideration their quality from a
human point of view, the abstractive-oriented summaries are much
better than the extractive ones. When we have a look at the dif-
ferent percentages of summaries that have been rated in one of
each categories, we observe that there is a higher percentage of
abstractive-oriented summaries that humans agree with, compared
to the extractive summaries for the same rating. Moreover, it is
worth stressing upon the fact that, analogously, the percentage of
summaries with lower ratings (strongly disagree and disagree) also
decrease when compendiumE−A is employed.

% TS Approach Q1 Q2 Q3

1. Strongly disagree
compendiumE 9.76 19.51 19.51

compendiumE−A 2.44 0 2.44

2. Disagree
compendiumE 41.46 19.51 34.15

compendiumE−A 31.37 21.95 31.71

3. Neither agree nor disagree
compendiumE 24.39 29.27 26.83

compendiumE−A 21.95 29.27 26.83

4. Agree
compendiumE 21.95 21.95 7.32

compendiumE−A 41.46 39.02 34.15

5. Strongly agree
compendiumE 2.44 9.76 12.20

compendiumE−A 2.44 9.76 4.88

Table 5.18. User satisfaction results for the different text summarisation ap-
proaches.

Furthermore, concerning the average individual scoring results
(between 1 to 5), compendiumE−A achieves at most 3.37 for Q2
and 3.1 for Q1 and Q3, whereas the maximum average value for
compendiumE is 2.83 for Q2, the remaining questions obtaining
values lower than 2.60. In light of the results obtained, it has been
proved that the combination of extractive and abstractive tech-
niques is more appropriate and leads to better summaries than
extracts.
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5.5 Conclusion

This chapter presented the exhaustive evaluation, results and discus-
sion of compendium. On the one hand, this evaluation consisted in
assessing the individual features compendium relies on, i.e., textual
entailment for detecting and removing redundancy; term frequency for
identifying the topics of a document; and the Code Quantity Princi-
ple for determining the relevance of a sentence. On the other hand,
the different types of summaries compendium is able to generate
(single- and multi-document, generic, query-focused, sentiment-based,
and abstractive-oriented summaries) were also evaluated taking into
account different domains and textual genres; in particular, newswire,
image captions, blogs and medical research papers.

To summarise, the main contributions of this chapter were to:

• Assess the appropriateness of the proposed techniques in
COMPENDIUM. In particular, textual entailment, term frequency
and the Code Quantity Principle were shown to be useful for gene-
rating summaries.

• Assess the capabilities of COMPENDIUM for generating dif-
ferent types of summaries belonging to different domains
and textual genres. compendium was evaluated in a wide range
of corpora, in order to analyse its performance across domains and
types of texts. In addition, different kinds of summaries were pro-
duced, showing the suitability of compendium as a TS tool.

• Show the competitiveness of COMPENDIUM in the state of
the art of TS. The results obtained and the comparison made
against other systems prove that compendium obtains competitive
results compared to other TS approaches, outperforming them in
some of the cases.

Furthermore, the evaluation performed in this chapter allow us to
be aware of the advantages and limitations of compendium. Con-
cerning its advantages, it is important to mention its capability of
producing a wide range of summaries (single- and multi-document,
generic, query-focused, sentiment-based and abstractive-oriented). At
the moment, the tool is mono-lingual, and therefore it has been only
evaluated for English. In order to adapt it to other languages, such
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as Spanish, we would need specific linguistic resources for the target
language, for instance, a list of stop words, or noun-phrases detector.
As far as the redundancy detection method is concerned, it is worth
noting that when using textual entailment to address this problem,
the entailment is only detected in one direction and it is not recip-
rocal. However, having shown that it is appropriate for detecting re-
dundant information, it could be feasible to compute the entailment
also in the opposite direction, as simulating a paraphrases detection
tool. Another possibility would be to carry out an analysis on how a
paraphrase detection tool performs in removing redundant information
and conduct a comparison between both to select the best approach.
Regarding the main limitations of compendium, there are two prior-
ity issues that need to be faced in light of the results obtained. On
the one hand, it is important to analyse different strategies to face
the multi-document summarisation problem, that allows us to decide
which one to follow. Therefore, multi-document summarisation would
be addressed differently as it is in compendium so far (only by merg-
ing all input documents into a single-one). On the other hand, in order
to improve the quality of the resulting summaries, incorporating se-
mantic knowledge to the systems would be essential. This knowledge
will allow us to determine, extract, generalise and generate new in-
formation from the information contained in the source documents.
For facing this challenge we should employ semantic resources, such as
WordNet (Fellbaum, 1998) or ontologies.





6. COMPENDIUM in Human Language

Technology Applications

6.1 Introduction

Automatic summaries, despite not being perfect, can be very useful for
being integrated into other HLT applications (e.g. question answering).
In this way, a summary or a Text Summarisation (TS) tool can also
be evaluated extrinsically, not focusing on the content of a summary,
but also how good it is to help other applications to meet their goals1.

Therefore, the objective of this chapter is to analyse to what extent
the use of compendium is appropriate when it is integrated into HLT
applications. In particular, compendium is studied under three major
HLT applications: opinion mining, question answering, and text clas-
sification (in the specific task of the rating inference). The aim of its
integration into opinion mining is to generate better sentiment-based
summaries. In question answering, the goal is to employ query-focused
summaries to find the answers of factual questions, and for text clas-
sification, the use of generic, query-focused and sentiment-based sum-
maries is analysed for predicting the correct rating associated to a
review. The purpose of combining our TS tool with these applications
is to study if the use of summaries, instead of the full document, is
beneficial for them, thus improving their final performance with re-
spect to the initial versions without taking summaries into considera-
tion. This will also allow us to evaluate the summaries generated with
compendium in an extrinsic manner.

This chapter is structured in three sections, each one addressing
the analysis of compendium in a different HLT application. First,
Section 6.2 reports the study when compendium is applied to opinion
mining. The aim here is to analyse the benefits of integrating both

1 Please see Chapters 2 and 3 for more information about the combination of sum-
maries with other HLT applications and the extrinsic evaluation, respectively.
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HLT applications within the same approach. The starting point is our
participation in the Opinion Summarization Pilot task in TAC 2008
and, consequently its guidelines, the proposed methods as well as the
results obtained are discussed in Subsection 6.2.1. Then, an improved
version of the TAC 2008 approaches where compendium is integrated
is provided in Subsection 6.2.2. The second section (Section 6.3) deals
with the application of TS in question answering. Subsection 6.3.1
explains how compendium is integrated into a Web-based QA sys-
tem, providing information about each stage involved in the proposed
combined approach. The remaining subsection (Subsection 6.3.2), de-
scribes all issues concerning the experiments and the results obtained
when the proposed architecture is tested using a set of factual ques-
tions. In the third section (Section 6.4) of the chapter, compendium is
integrated into text classification. Specifically, summaries are used as a
“noise filtering” for the rating inference task, which is a specific type of
fine-grained granularity text classification. In the first subsection, the
methods and tools needed for setting up the experimental framework
are explained (Subsection 6.4.1), whereas in the last, the experiments
developed and the results obtained are shown (Subsection 6.4.2). Fi-
nally, the main conclusions drawn are provided in Section 6.5, where
a brief discussion of the overall performance of compendium in the
HLT applications selected is provided.

6.2 COMPENDIUM in Opinion Mining

Opinion mining (also known as sentiment analysis) is the research field
which deals with the computational treatment of opinion, sentiment,
and subjectivity in text (Pang & Lee, 2008).

Currently, available information containing users’ opinions (e.g. fo-
rums, reviews, blogs, etc.) has considerably increased on the Internet.
Such information is very useful for the decision making process. For
instance, when a person wants to buy a laptop, he/she would like to
know in advance the opinions of other users who own the same laptop.
Within this scenario, sentiment analysis is essential to automatically
detect and classify subjective text. Nevertheless, a human will still not
be able to read and process all the available information concerning a
specific topic, product, etc. Therefore, TS techniques are of great help
in order to provide users a summarised fragment of text containing
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all the requested information, thus not having to read the individual
opinions.

In this section, we integrate compendium into an opinion mining
approach and we carry out an analysis of the benefits it leads to. As a
starting point, we report our participation in the TAC 2008 Opinion
Summarization task (Subsection 6.2.1), and further on, we enhance
the approach presented in this competition with compendium. We
finally compare both approaches and we present the results obtained
(Subsection 6.2.2).

6.2.1 Participation in TAC 2008: Opinion Summarization

Task

In order to analyse compendium within the opinion mining research
area, we take as a basis our participation in the Opinion Summa-
rization task organised within the Text Analysis Conference2 (TAC).
Therefore, we are going to briefly describe the objectives of this task
and the proposed approach.

Description of the task. In 2008, TAC conferences were first organ-
ised as a successor of DUC conferences. Among the proposed tasks,
one of them, the Opinion Summarization task3, consisted in genera-
ting summaries from blogs, according to specific opinion questions pro-
vided by the TAC organisers. Specifically, given a set of blogs from the
Blog06 collection4 and a list of questions, participants had to produce
a summary that answered these questions. The questions generally re-
quired determining the opinion expressed on a target, each of which
dealt with a single topic (e.g. George Clooney). Additionally, a set of
text snippets were also provided, which contained the answers to the
questions. These snippets were provided by real Question Answering
applications, and the participants in the Opinion Summarization task
could either use them or choose to perform themselves the retrieval
of the answers to the questions in the corresponding blogs. In total,
there were 609 blogs grouped into 25 targets, being at most two ques-
tions associated to each one. Table 6.1 depicts an example of target,
question, and optional snippets.

2 www.nist.gov/tac/
3 http://www.nist.gov/tac/2008/summarization/op.summ.08.guidelines.html
4 http://ir.dcs.gla.ac.uk/test collections/access to data.html
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Target: George Clooney

Questions:
Why do people like George Clooney?

Why do people dislike George Clooney?

Snippets:
1050 BLOG06-20060205-018-0000647869 Yes George Clooney is
a spoiled punk he judges his own people while having a silver
spoon in his mouth.

1050 BLOG06-20060209-006-0013539097 he’s a great actor

Table 6.1. Example of target, question, and optional snippets from the TAC 2008
data.

TAC 2008 approach. For participating in the Opinion Summariza-
tion task, we considered two different approaches, which mainly dif-
fered in the use of the optional text snippets provided by the TAC
organisation. The first approach (Snippet-driven) used these snippets,
whereas the second (Blog-driven) found the answers directly in the
corresponding blogs by computing the similarity between the question
and each sentence in the blog.
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Fig. 6.1. Proposed architecture for TAC 2008.
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Figure 6.1 depicts the proposed generic architecture for both ap-
proaches (Snippet-driven and Blog-driven). In this architecture, three
main stages can be clearly distinguished: i) question analysis; ii) snip-
pets processing (or, in the case we do not use such snippets, the sen-
tences related to the question found directly in the blogs); and iii)
summary generation. Next, each of this stages is explained in more
detail.

• Question analysis

For each question, we extract its topic, keywords and polarity. The
topic refers to all named entities5 that the question contains. If no
named entities are found, the topic will be identical to the keywords.
Keywords are all the words of the question, except the stop words.
The polarity of the question, that is, if the question has a positive or
negative nature, is determined extracting its nouns, verbs, adverbs,
adjectives together with their determiners and classifying them using
different resources, such as WordNet Affect (Strapparava & Valitutti,
2004) or emotion triggers (Balahur & Montoyo, 2008a). Furthermore,
a set of reformulation patterns are also obtained. These patterns will
be used to link sentences and give coherence to the final summaries.
For instance, the pattern “People like X because” is extracted from
the question “Why do people like X?”.

At the end of this stage, we obtain the reformulation patterns to-
gether with the topic, keywords, and polarity of each question. Table
6.2 shows an example of the information obtained in this stage for
the question “Why do people like George Clooney?”.

• Snippet (or blog sentence) processing

Depending on whether we use the provided snippets or not, we will
address this stage differently. On the one hand, if the snippets are
used, the whole sentence where this snippet comes from, and the
topic of the sentence together with its polarity will be detected and
extracted. On the other hand, if we do not use such snippets, we will
compute the similarity6 between the question and all the sentences
in the blogs in order to find the most similar ones. Previous to this

5 Freeling (http://garraf.epsevg.upc.es/freeling/) is employed for this task.
6 Text Similarity is employed: http://www.d.umn.edu/t̃pederse/text-

similarity.html
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Question: Why do people like George Clooney

Keywords: people like George Clooney

Focus: George Clooney

Polarity: positive

Reformulation patterns:

People like George Clooney because

One reason why people like George Clooney is

Another reason people like George Clooney is

It is said that people like George Clooney because

A further motivation people like George Clooney

Table 6.2. Information obtained in the question analysis stage.

step, we will preprocess the blogs, transforming them to plain text,
splitted into sentences.

Once we have a set of candidate sentences containing the answer
to the question, the next step is to extract the topic and polarity
of each sentence in the same manner we extracted them for the
questions. Then, they have to be mapped onto the corresponding
question, since one target may have more that one question, being
one positive and other negative. Four rules were then created to map
each snippet/sentence with the corresponding question:

1. If there is only one question made on the topic, determining its
polarity is sufficient for making the correspondence between the
question and the snippets retrieved; the retrieved snippet must
simply obey the criteria that it has the same polarity as the ques-
tion.

2. If there are two questions made on the topic and each of the ques-
tions has a different polarity, the correspondence between the ques-
tion and the answer snippets can simply be done by classifying the
snippets retrieved according to their polarity.

3. If there are two questions that have different focus but different
polarities, the correspondence between the questions and the an-
swer snippets is done using the classification of the answer snippets
according to focus and polarity.

4. If there are two questions that have the same focus and the same
polarity, the correspondence between the questions and the answer
snippets is done using the order of appearance of the entities in



6.2 COMPENDIUM in Opinion Mining 139

focus, both in the question and in the possible answer snippet
retrieved, simultaneously with the verification that the intended
polarity of the answer snippet is the same as that of the question.

Once each sentence is mapped with the correct question, the next
stage is to generate the summary, which is detailed next.

• Summary generation

This is the last stage of the approach. Basically, it consists of group-
ing together the sentences with the same polarity ranked in decreas-
ing order, and use the different reformulation patterns to link all
the sentences until the maximum length is reached. However, it can
occur that some of the sentences are incomplete. In order to avoid in-
corporating such sentences into the final summary, we first carry out
a syntactic analysis7 to discard those ones which are not complete
(i.e., not containing subject and verb).

It is worth stressing upon the fact that the TS techniques employed
by our approaches in the Opinion Summarization task are minimal,
since we ordered the sentences according to their polarity score and
extracted the top scored ones, adding at the beginning of each sen-
tence one reformulation pattern.

Table 6.3 shows two examples of summaries following our proposed
approaches (Snippet- and Blog-driven). The summaries correspond
to the target “George Clooney”, which includes the following ques-
tions: “Why do people like George Clooney?” and “Why do people
dislike George Clooney?”. Due to the fact that summaries are very
long (each summaries contains on average 14,000 non-white spaces
characters), the whole summaries cannot be reproduced verbatim.

TAC 2008 Results. A total of 19 groups participated in the Opinion
Summarization task and since each team could submit up to three
different approaches, 45 runs were received but only the first two for
each team were evaluated.

Table 6.4 shows the final results obtained by our approaches:
Snippet-driven and Blog-driven. Also, the rank among the 36 partici-
pating systems is shown in brackets for each evaluated criteria. In par-
ticular, the criteria evaluated were: grammaticality; non-redundancy;

7 MINIPAR is used for this task: http://www.cs.ualberta.ca/ lindek/minipar.htm
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Snippet-driven Approach:

One reason people like George Clooney is Clooney is a fantastic actor and it
would make your wife very happy, because she is a big fan of him.

Another reason people like George Clooney is people have fallen in love with
him.

People dislike George Clooney because politik Ditto: George Clooney is an
idiot.

A further motivation people dislike George Clooney is they can tell their first-
hand, that George get his pretty boy, elitiest attitude naturally.

It is said that people dislike George Clooney because not one penny of them
will go for any movie featuring George Clooney. [...]

Blog-driven Approach:

It is said that people like George Clooney because George Clooney mocked
lobbylist at awards show.

People like George Clooney because Clooney was part of that machine, and
figured it out partway through.

A further motivation people like George Clooney is Clooney is hot.

People like George Clooney because there is a Read more in George Clooney
– terrorist lover.

One reason people dislike George Clooney is as for George Clooney, they’s
a well-known fact that he’s a bad actor who gets by on his good looks and
charm.[...]

Table 6.3. Examples of summaries generated with the Snippet- and the Blog-
driven approaches, respectively.

structure and coherence; overall fluency and readability; and overall
responsiveness. These criteria were manually assessed by a group of
expert judges, who gave a score between 1 (the worst) to 10 (the best).
In addition, F-measure (β = 1) was obtained employing the Pyramid
Method for evaluating the content of the summaries with respect to a
list of references nuggets (i.e., short fragments of text stating a relevant
piece of information), each of them associated to a score, depending
on how relevant it was.

As it can be noticed from the results obtained, our system per-
formed well regarding F-measure (β = 1), the Snippet-driven approach
being classified 7th among the 36 evaluated. As far as the structure and
coherence is concerned, the results were also good, placing the Snippet-
driven approach in the fourth. Also worth mentioning is the good
performance obtained regarding its overall responsiveness, it ranked
5th. Generally speaking, the results for the Snippet-driven approach
showed well-balanced among all the criteria evaluated, except for non-
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Approach

Snippet-driven Blog-driven

Grammaticality 4.727 (8/36) 3.545 (36/36)

Non-redundancy 5.364 (28/36) 4.364 (36/36)

Structure and coherence 3.409 (4/36) 3.091 (13/36)

Overall fluency and readability 3.636 (16/36) 2.636 (36/36)

Overall responsiveness 5.045 (5/36) 2.227 (28/36)

F-measure (β = 1) 0.357 (7/36) 0.155 (23/36)

Table 6.4. TAC 2008 Opinion Summarization task results.

redundancy and overall fluency and readability. For the Blog-driven
approach, results were generally poor. In this approach, the method
employed for identifying sentences containing the answer to each ques-
tion was very simple. It only took into account the similarity between
the question and each sentence in the blog, so answers were not as
accurate as the ones provided by TAC organisers. Therefore, this had
a negative influence in the results obtained in this approach.

When comparing our approaches separately, in both cases, they did
not perform very well with respect of the non-redundancy criterion, nor
the overall fluency and readability. None of our approaches developed
a specific step for tackling redundancy. Instead, this was addressed
in a very näıve manner: only identical sentences were considered as
redundant. Regarding the overall fluency and readability, the results
show that we should improve this criterion. Our Blog-driven approach
performed poorer than the Snippet-driven. In the case of the Blog-
driven approach, the summaries did not obtain satisfactory results as
far as the grammaticality criterion is concerned. The spelling errors
in the summaries were derived in most of the cases from the original
blogs. An analysis carried out in (Lloret & Palomar, 2011a) showed
that 100% of the blogs contained spelling errors (other factors were
also studied), and therefore, summaries relying on sentence extraction
had high probabilities of suffering also from spelling errors. However,
an interesting thing that is worth mentioning concerning the results
obtained is that the use of reformulation patterns, in order to generate
sentences for completing the summaries was appropriate, leading to
very good positions according to the structure and coherence criterion.
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6.2.2 Enhancing the TAC 2008 Approach with
COMPENDIUM

In light of the results obtained in the Opinion Summarization task,
we decided to analyse whether the use of TS techniques using com-

pendium, which takes also into consideration the redundancy problem,
can improve the previous results obtained at TAC. Therefore, instead
of carrying out the summary generation stage as previously described,
a variant of compendium8 was employed to generate the final sum-
mary. In particular, such variant9 used only textual entailment to avoid
redundancy and term frequency to account for the topics of the docu-
ments, which also served to score each candidate sentence, in order to
select and extract the top ranked ones.

In Table 6.5, an example of a summary obtained when compendium

is integrated into the Snippet-driven approach is provided.

Snippet-driven Approach + COMPENDIUM:

I’m sure all of us remember the tasteless remarks George Clooney made about
Charlton Heston and his suffering from Alzheimer’s disease when Mr. Clooney
was receiving an award from the National Board of Reviews in 2003.

Seems this has been the worst year of his life.

George Clooney definitely gave a stellar performance and the movie was beau-
tifully directed and he’s still totally cute and I’d still marry him - but he has
a long way to go when it comes to writing and telling a good story.

Not one penny of mine will go for any movie featuring George Clooney.

But George is a Hollywood actor, so arrogance and narcissism come with the
territory.

Mark Nicodemo: George Clooney with Inflated Sense of Self Mark Nicodemo:
George Clooney with Inflated Sense of Self I think he s a dingbat sometimes,
but he s also smarter than the typical Hollyweird Leftist.

Clooney holds no regrets about Abramoff joke Wire Report LOS ANGELES -
George Clooney, who may be giving speeches again at next month’s Academy
Awards, says he has no regrets about making an off-color joke about disgraced
lobbyist Jack Abramoff during last month’s Golden Globes.

Table 6.5. Example of a sentiment-based summary with compendium.

The resulting summaries were evaluated following the same guide-
lines of TAC 2008, i.e., using the Pyramid nuggets provided in the

8 Please see Chapter 4 for more detail about this text summarisation tool.
9 This variant correspond to the one explained in Chapter 5, Section 5.4.2, “ Only

Term Frequency (TF)” part.
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competition. Table 6.6 shows the results obtained with compendium

in comparison with the Snippet- and Blog-driven approaches, and the
two top ranked systems according to the F-measure (β = 1) value.
The table shows the values for recall and precision as well.

Approach Recall Precision Fβ=1

Best TAC system - - 0.534

Second best TAC system - - 0.490

Snippet-driven 0.592 0.272 0.357

Blog-driven 0.251 0.141 0.155

Snippet-driven+compendium 0.684 0.630 0.639

Blog-driven+compendium 0.292 0.282 0.262

Table 6.6. Results for compendium in the Opinion Summarization task (TAC
2008).

As it can be seen from the results obtained, the F-measure (β = 1)
improves for both approaches (80% and 70%, for the Snippet-driven
and the Blog-driven, respectively). Moreover, the use of a more elab-
orate redundancy detection method is beneficial, and results are not
negatively affected. Unfortunately, we were not able to carry out a
manual assessment of the remaining criteria also evaluated at TAC
(grammaticality, non-redundancy, etc.), so in this respect we cannot
know whether these criteria might have also improved or not. What
we have proven is that use of a TS tool, like compendium, combined
with an opinion mining approach is appropriate and leads to better
results than carrying out opinion mining on its own.

6.3 COMPENDIUM in Question Answering

Question Answering (QA) applications allow users to formulate ques-
tions in natural language and provide them with the exact informa-
tion required, also in natural language. They differ from information
retrieval applications in that, instead of focusing on the retrieval of
relevant documents given a query made by a user, QA enables users
to pose precise questions and obtain specific answers, with no extra
information. A special type of QA applications are those based on the
Internet (Web-based QA applications) to find answers directly in the
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brief texts that Internet search engines attached to the results and
provide to users, also known as snippets, but one of the main draw-
backs of relying on these snippets is associated to their quality. On
the one hand, such snippets are incomplete fragments of text in most
of the cases. For instance, if one enters the question “who is the head

of Spanish football team10?” in Google, the snippets retrieved will
be in the form of “The Spanish national football team represents Spain
in international football and is . . . In his second World Cup as Spain’s
coach, Clemente led his team . . . ”. On the other hand, the snippets
do not always contain the answer of such questions, especially if the
keywords found in the question do not appear close within the text, as
for instance in the following snippet “12 Jul 2010 . . .The latest news
on Spain national football team, from thousands of sources . . .head
as they celebrate on a stage set up for the Spanish team . . . ”.

We therefore propose the use of TS techniques using the query-
focused version of compendium (compendiumQE

11), for solving the
limitations snippets present. Additionally, we analyse the influence
summaries have on finding the correct answers with respect to snip-
pets. These aspects are developed in Subsection 6.3.1. Moreover, a
broad experimental set-up and evaluation is also carried out in Sub-
section 6.3.2.

6.3.1 Integrating COMPENDIUM in a Web-based QA
approach

compendiumQE is combined with the Web-based QA approach de-
veloped in (Moreda et al., 2008). This Web-based QA approach uses
search engine snippets to extract answers to specific questions. How-
ever, when compendiumQE is integrated, it was adapted to substitute
summaries for the snippets. Consequently, the resulting Web-based
QA+compendiumQE approach collects the full texts of the result-
ing Web pages and summarises them in order to be used for finding
the answer to a question. The architecture of the combined approach
is illustrated in Figure 6.2.

As shown in this figure, the approach is divided into three sequential
modules: i) question analysis, ii) information retrieval iii) summarisa-

10 The keywords for this question are shown in boldface.
11 This approach is explained in Chapter 4.
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Fig. 6.2. Web-based QA approach with compendiumQE .

tion and iv) answer extraction. All these modules are very important in
the QA process because the success of the approach as a whole strongly
depends on the individual success of each one. Next, we explain each
one in detail.

• Question analysis. The goal of the question analysis module is to
extract all relevant information from the question. Specifically, this
module extracts the question type, the focus and the keywords. In
order to extract the question type, the approach uses a hand-crafted
set of rules, and for extraction of the focus and the keywords it uses
the syntactic dependency parsing information in the question12. The
focus has been defined as the noun depending on the “what/which”
question words. The keywords are defined as the heading elements
of the noun phrases and the main verbs of the question. Then, the
focus, if it exists, is omitted from the keywords. For example, in the
question “Which city is the capital of France?”, “city” is the focus
and “is”, “capital” and “France” are the keywords.

• Information retrieval. The information retrieval module obtains
the relevant information from the previously extracted question key-
words. Typically, this information consists of a set of documents or
document passages retrieved from a limited and predefined collec-
tion. However, in this approach we use an Internet search engine

12 MINIPAR (http://webdocs.cs.ualberta.ca/̃lindek/minipar.htm) has been used to
obtain the dependency tree
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(i.e. Google13) to retrieve the first 20 documents (Web pages) asso-
ciated to a specific question. These Web pages are the input to the
summarisation stage next explained.

• Summarisation. In this stage, we integrate compendiumQE into
the Web-based QA approach. The whole HTML content of each of
the 20 documents obtained in the previous stage is extracted and
then used as input for compendiumQE taking into consideration
different lengths. It is worth stressing upon the fact that the original
Web-based QA approach used the snippets attached to the first 20
results retrieved by Google to find the answers to the questions.
By integrating compendiumQE , such answers will be sought in the
summaries instead of in the snippets. The generated summaries are
single-document, query-focused and extractive.

• Answer extraction. Finally, the aim of the answer extraction mod-
ule is to find candidate answers for the question formulated by the
user within the retrieved information. These answers must be exact,
not containing any extra information (e.g. “Which is the capital of
Spain?”[Madrid]). Regarding the candidate answer selection process,
the Web-based QA system relies on two approaches:

– Answer extraction based on Named Entities (NE-based
QA: In this approach, a NE recogniser14 is applied to the text
and all entities corresponding to the previously detected question
type are selected as candidate answers.

– Answer extraction based on Semantic Roles (SR-based
QA): In this approach, a SR labelling tool (Moreda et al., 2007) is
applied to the text and selects as candidate answers the arguments
with specific roles contained in sentences that match specific role
patterns depending on the detected question type.

Once the candidate answers to a question are selected, in order to
determine the final answer, we score them with regard to the follow-
ing criteria: i) their distance to the keywords; and ii) the relevance of
their n-grams (unigrams15 and bigrams16). Finally, the best scored

13 http://www.google.com/
14 LingPipe: http://alias-i.com/lingpipe/
15 The relevance of unigrams is calculated using the probability of a n-gram in the

text.
16 The relevance of bigrams is measured using the mutual information, which mea-

sures the mutual dependence of the two random words.
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answered is returned as the answer, provided that its score is greater
than a predefined threshold, which is automatically determined with
respect to the number of retrieved results. This avoids the system
to return a low scored answer.

6.3.2 Experiments and Results

In order to assess the benefits of incorporating compendiumQE into a
Web-based QA approach, we compare it with respect to a Web-based
QA approach that uses the retrieved snippets for finding the correct
answer to a specific question. Furthermore, we evaluate the impact of
compendiumQE within the two approaches that were proposed to find
the answers to a question (NE-based QA and SR-based QA). With this
purpose, the evaluation environment and the results obtained are next
explained in detail.

• Corpus. A set of 100 factual questions of four different types was
collected17 (person, location, temporal and organisation). Within
these types, two types of answers can be found: named entities and
common nouns. Some of these questions were taken from the TREC
data sets18, whereas those ones whose answer was a common noun
were manually created by external users. Table 6.7 shows two ex-
amples of each type of question together with their corresponding
answers.

The whole Web was then used as a corpus for collecting documents.
In particular, Google search engine was used and, as it was previously
mentioned, the top 20 results were taken into account. We collected
the snippets attached to these first 20 results for the Web-based QA
approach, and we produce summaries of the documents retrieved us-
ing compendiumQE , for the Web-based QA+compendiumQE ap-
proach. Table 6.8 shows an example of these two types of texts.

• Summary’s length. Concerning the length of the summaries, in
order to carry out a fair comparison both snippets and text sum-
maries must have a similar length. Therefore, we first conducted an
analysis of the retrieved snippets for each type of question, finding

17 25 questions for each type.
18 TREC-8: http://trec.nist.gov/data/qa/t8 qadata.html and TREC-9:

http://trec.nist.gov/data/qa/t9 qadata.html
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Question Type Question Answer

Location Where is Ocho Rios located? Jamaica

Where is pancreas located? abdomen

Organization Which company is Steve Jobs CEO
of?

Apple

Which Spanish company was
founded by Amancio Ortega in
1975?

Zara

Temporal When was Mozart born? January 27, 1756

When was the first Barbie pro-
duced?

1959

Person Who is the voice of Miss Piggy? Frank Oz

Who was the lead actress in Sleep-
less in Seattle?

Meg Ryan

Table 6.7. Examples of questions.

Snippet It located in the Kalahari Desert. The population was
6591 in 2001 census.... Orapa. Orapa. Orapa is a town
located in east-central Botswana. ....

Text Summary The Kalahari Desert is a large, arid desert area in south-
western Africa is the world’s second-largest and second
most-populous continent, after Asia.

Table 6.8. Example of snippet and text summary for the question “Where is the
Kalahari desert located?”.

that this length was on average 31 words (26, 27, 35, and 36 words,
for location, temporal, organization and person question types, re-
spectively). We initially established this same average length for the
summaries, thus being referred to as compendiumQE short. With
the purpose of experimenting with a different length, and analyse
its consequences, summaries at twice as the previous length for each
type of question (i. e., 52, 54, 70, and 72 words, respectively) were
also generated. These summaries are referred to as compendiumQE

long in our comparison framework.

Finally, 2,000 snippets (500 for each question type) were collected
and 4,000 summaries (1,000 summaries for each type of question),
were generated (20 summaries for each question x 100 questions x 2
summary lengths).
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• Evaluation methodology. For evaluating the performance of both
Web-based QA applications (snippets vs. compendiumQE), answers
are judged as Correct, Incorrect or Not answered by two human
assessors. A question is considered:

– Correct, if the answer retrieved by the QA system matches with
the correct answer;

– Incorrect, if the answer obtained by the QA system is not Correct ;

– Not answered, if the approach does not give any answer.

Taking into account such values, we use recall, precision and F-
measure (β = 1) to evaluate each of the approaches.

• Results. We next show the results obtained for each of the Web-
based QA approaches (NE-based QA and SR-based QA), com-
paring the use of snippets versus the summaries generated with
compendiumQE . In addition, a Lead baseline was also defined. This
baseline extracted the first sentences of each Web page, which con-
tained the topic of the question, up to a specific length which, in our
case, corresponded to the same summary length generated for each
type of question dealt with, which was previously explained. In the
end, we had two baselines: Lead-short and Lead-long.

– Results for NE-based QA

Table 6.9 contains the results for the Web-based QA approach,
when a NE recogniser is used in order to identify candidate an-
swers. For each of the possible summary lengths (i.e., short and
long summaries, with average mean of 31 and 62 words, respec-
tively), we compare the performance of compendiumQE with re-
spect to the Lead baseline and the original snippets.

As it can be seen, when using compendiumQE , the results improve
with respect to any other approach. Considering the average re-
sults for F-measure (β = 1), the best approach is compendiumQE

for short summaries, which improves by approximately 12% the
results obtained with the snippets and both baselines, and by 5%
compendiumQE the results for long summaries. Furthermore, as
far as the type of question is concerned, compendiumQE for short
summaries performs the best with temporal questions, and then,
with location, person and organization questions.
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Approach Question type

Name % person organization temporal location Avg.

Pre 60.0 54.5 55.0 62.5 58.0

Snippets Rec 48.0 50.0 44.0 60.0 50.5

Fβ=1 53.3 52.2 48.9 61.2 53.9

Pre 57.9 47.4 66.7 64.0 59.0

Lead baseline Rec 44.0 36.0 56.0 64.0 50.0

short Fβ=1 50.0 40.9 60.9 64.0 53.9

Pre 61.9 60.0 75.0 66.7 65.9

compendiumQE Rec 52.0 48.0 60.0 64.0 56.0

short Fβ=1 56.5 53.3 66.7 65.3 60.5

Pre 54.5 42.9 70.0 62.5 57.5

Lead baseline Rec 48.0 36.0 56.0 60.0 50.0

long Fβ=1 51.1 39.1 62.2 61.2 53.4

Pre 59.1 60.0 63.2 66.7 62.2

compendiumQE Rec 52.0 48.0 48.0 64.0 53.0

long Fβ=1 55.3 53.3 54.5 65.3 57.6

Table 6.9. Comparison between NE-based QA approach with snippets and
compendiumQE .

Now, focusing on the size of the summaries, it is worth stressing
that short summaries offer better F-measure (β = 1) average re-
sults than long ones. This happens in the Lead baselines, as well
as for compendiumQE . The reason for this is that there is less
noise, that is to say less useless extra information in the shorter
summaries and therefore in the answers that are selected by the
Web-based QA approach. Web pages often include information
concerning advertisements, links, unrelated tables and pictures,
etc. which is not directly related to the specific information the
Web-based QA approach needs. The aim of TS is to distinguish
between relevant and irrelevant content, but it can happen that
the irrelevant content also includes query terms, thus increasing
the difficulty associated to the TS task. In these cases, the longer
the summaries, the higher chances they have to include useless
information, and therefore the results of our final Web-based QA
approach when TS is integrated will be affected, as it has been
shown in the results (compendiumQE short performs better than
compendiumQE long).
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If the results for F-measure (β = 1) using the snippets (53.9%
on average) is compared to the corresponding ones obtained inte-
grating compendiumQE in the Web-based QA approach, it can
be seen that the latter are better than those of the snippets, re-
gardless the summary size (60.5% and 57.6%, for compendiumQE

short and long, respectively).

Hence, these results support our initial hypothesis that using text
summaries has considerable advantages as far as finding the cor-
rect answer in a Web-based QA approach is concerned, and over-
comes the limitations of using only search engines snippets.

– Results for SR-based QA

These results concerned the Web-based QA approach when a SR
labelling tool is employed for determining the potential candidate
answers to a question. As for the previous approach, we compare
the performance of compendiumQE against the Lead baseline and
the original approach based solely on snippets. In Table 6.10 the
results obtained by the SR-based QA approach are shown.

As shown in the the table, the results obtained for the SR-based
version of the QA approach, are similar but not identical to the
ones obtained using the NE-based version. Again compendiumQE

short obtains the best results focusing on the F-measure value
(β = 1), increasing the results by 53% with respect to the use of
snippets, and by 44% when compared to the Lead baseline also for
short summaries. Regarding the type of questions, location type
achieves the best average F-measure results for all the analysed
approaches, followed by temporal, person and organization.

Focusing on the size of the summaries, it can be seen that short
summaries offer better average results than do longer ones in most
of the cases, except for the Lead baseline for long summaries,
whose F-measure average results are slightly higher than the same
baseline with shorter size (Lead baseline short). In this manner,
the previous analysis done in the NE-based QA approach is veri-
fied as far as summary length is concerned as well. As it happened
with the NE-based QA approach, Web pages usually contain extra
information not directly related to its main content. Therefore, the
longer the summary, the higher the probability of including such
useless content, thus influencing negatively in the overall results.



152 6. COMPENDIUM in Human Language Technology Applications

Approach Question type

Name % person organization temporal location Avg.

Pre 56.3 33.3 50.0 55.0 48.6

Snippets Rec 36.0 20.0 16.0 44.0 29.0

Fβ=1 43.9 25.0 24.2 48.9 35.5

Pre 46.7 50.0 62.5 70.6 57.5

Lead baseline Rec 28.0 20.0 20.0 48.0 29.0

short Fβ=1 35.0 28.6 30.3 57.1 37.7

Pre 68.8 77.8 80.0 65.2 72.9

compendiumQE Rec 44.0 28.0 48.0 60.0 45.0

short Fβ=1 53.7 41.2 60.0 62.5 54.3

Pre 50.0 62.5 56.3 50.0 54.7

Lead baseline Rec 32.0 20.0 36.0 48.0 34.0

long Fβ=1 39.0 30.3 43.9 49.0 40.6

Pre 64.7 50.0 64.7 62.5 60.5

compendiumQE Rec 44.0 28.0 44.0 60.0 44.0

long Fβ=1 52.4 35.9 52.4 61.2 50.5

Table 6.10. Comparison between SR-based QA approach with snippets and
compendiumQE .

Now, comparing the results obtained using the snippets with the
ones obtained with compendiumQE , it is worth mentioning that
both sizes for the summaries generated with compendiumQE

(short and long) are better than the former in all the question
types evaluated, increasing by 53% and 42% respectively, as far as
the F-measure value (β = 1) is concerned. Again, this verifies the
analysis performed for NE-based approach.

Apart from verifying the main points of the analysis conducted for
the NE-based QA approach, there is an important difference in the
results obtained for the SR-based QA approach. This difference
is the magnitude of the improvement achieved using summaries
generated with compendiumQE rather than snippets. While for
the NE-based QA approach the average improvement obtained is
around 10%, the average improvement obtained in the SR-based
QA approach is 48%. This difference occurs because when apply-
ing SR-based QA the quality of the text that has to be processed
to find the answer is crucial. The text has to be analysed at dif-
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ferent language levels and specifically at the semantic level using
a semantic roles labelling tool. When using snippets, which many
times consist of parts of incomplete sentences or sentences with-
out a verb, the SR-based methods find it very difficult to process
them at that high language-level analysis. For this reason, when
using query-focused summaries generated with compendiumQE ,
in which the sentences are not only complete but also the most
relevant sentences in the text regarding the keywords much better
results are obtained.

6.4 COMPENDIUM in Text Classification: the Rating
Inference Task

As it was explained in Chapter 2 (Section 2.4.3), the goal of text classi-
fication is to automatically identify the category of a document, chosen
from a predefined set of categories (Sebastiani, 2002). Within this task,
we can speak about the rating inference, as the task of identifying the
author’s evaluation of an entity with respect to an ordinal-scale based
on the author’s textual evaluation of the entity (Pang & Lee, 2005).
In the Web 2.0, it is frequent to find texts where users give a score,
depending on how much they liked or not a product, movie, restau-
rant, hotel, service, etc. which is normally associated with a rating
scale (1=worst..5=best). The interest of the rating inference task is to
automatically predict such rating, instead of classifying the text ac-
cording to its nature (subjective vs. objective) or its polarity (positive
vs. neutral vs. negative), goals of the sentiment analysis task.

The rating inference task is in general considered a difficult prob-
lem because of the fuzziness of mid-range ratings (Mukras et al., 2007),
and when addressing this task, most approaches derive features for
the classification task from the full document. In contrast to these
approaches, our objective is to analyse the capabilities of different
variants of compendium for correctly associating a fine-grained rating
(1=worst,...5=best) to a review. These variants consist of generic sum-
maries – compendiumE ; query-focused summaries – compendiumQE ;
and sentiment-based summaries – compendiumSE . In particular, we
want to investigate whether extracting features from document sum-
maries could help a classification system, since text summaries are
meant to contain the essential content of a document.
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In the following subsections we explain how the rating inference
task is approached, and how summaries are used (Subsection 6.4.1).
Furthermore, the evaluation carried out and the results obtained to-
gether with a discussion is also provided (Subsection 6.4.2).

6.4.1 Methods and Tools for the Rating Inference Process

Different types of summaries generated using compendium are used
to extract features to serve as input for a classification system based on
Support Vector Machine (SVM) (Joachims, 1998). In order to give an
overview of the whole process carried out, we need to employ different
methods and HLT-based tools, which are next explained in detail.

• Linguistic analysis

Linguistic analysis of textual input (either the full document or the
corresponding summary) is carried out using the General Architec-
ture for Text Engineering (GATE) – a framework for the develop-
ment and deployment of language processing technology in large
scale (Cunningham et al., 2002).

Different GATE components, such as tokenisation, part of speech
tagging, or morphological analysis are used to produce annotated
documents with this kind of information. From the annotations we
produce a number of features for document representation. In partic-
ular, these features are: string – the original, unmodified text of each
token; root – the lemmatised, lower-case form of the token; category
– the part-of-speech (POS) tag, a symbol that represents a gram-
matical category such as determiner, present-tense verb, past-tense
verb, singular noun, etc.; orth – a code representing the token’s com-
bination of upper- and lower-case letters. In addition to these basic
features, “sentiment” features based on a lexical resource are com-
puted as explained below.

Figure 6.3 shows an example of the linguistic analysis carried out
using GATE for a summary.

• Sentiment features extraction

When dealing with subjective texts, it is very important to take also
into consideration the vocabulary that contains a subjective charge,
since it can give clues about the general feeling of the whole text.
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Fig. 6.3. Linguistic analysis of a summary using GATE.

Therefore, we also considered this issue, and extract from the reviews
a sentiment-based feature, using SentiWordNet (Esuli & Sebastiani,
2006). SentiWordNet is a lexical resource in which each synset (set
of synonyms) of WordNet (Fellbaum, 1998) is associated with three
numerical scores obj (how objective the word is), pos (how positive
the word is), and neg (how negative the word is). Each of the scores
ranges from 0 to 1, and their sum equals 1. Since we are interested
in the “general sentiment” of a word (i.e., if the word is generally
“positive”, generally “negative” or generally “neutral”), we compute
it in the following manner: given a word w we compute the number
of times the word w is more positive than negative (positive > nega-
tive), the number of times is more negative than positive (positive <
negative) and the total number of entries of word w in SentiWordNet.
For example, a word such as “good” has many more entries where
the positive score is greater than the negativity score, while a word
such as “unhelpful” has more negative occurrences than positive.
We use this aggregated scores in our classification experiments. It is
worth noting that we do not apply any word sense disambiguation
procedure here.

• Machine learning algorithm
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For this purpose, we adopt a SVM learning paradigm not only be-
cause it has recently been used with success in different tasks in
natural language processing (Isozaki & Kazawa, 2002), but it has
been shown particularly suitable for text categorisation (Kumar &
Gopal, 2009) where the feature space is huge, as it is in our case.
We rely on the SVM implementation distributed with the GATE19

system (Li et al., 2009b) which hides from the user the complexities
of feature extraction and conversion from documents to the machine
learning implementation. The tool has been applied with success to
a number of datasets for opinion classification and rating inference
(Saggion & Funk, 2009).

In particular, different features are used to train the SVM classifier
with 10-fold cross validation, using the whole review: the root of
each word, its category, the sentiment-based feature SentiWordNet
(SentiWN), as well as their combinations.

• Generating Summaries using COMPENDIUM

Since we want to analyse to what extent summaries are good to pre-
dict the correct rating of a review, compendium is used to generate
different types of summaries of different compression rates (from
10% to 50%). In particular, we focus on generic, query-focused, and
sentiment-based. In Chapter 4, each of these approaches were ex-
plained in detail. Here, we only provide a general outline of them.

– Generic summarisation. Generic summaries are those which
contain the main ideas of one or various documents. We use
compendiumE to address this task, which first removes redun-
dant information from texts, and then determines the relevance
on a sentence based on the topics it contains which are included
in longer noun-phrases. As a result, the most relevant sentences
are selected and extracted.

– Query-focused summarisation. Query-focused summarisation
generates summaries which contain the most important facts as-
sociated to a specific query, entity or topic. compendiumQE is
capable of generating such sort of summaries, by employing an
additional stage which computes the similarity of the query with
each sentence of the document. It is important to mention that in
this case, since we specifically focus on bank reviews, we consider

19 http://gate.ac.uk/
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the name of the bank as the query for each review. The result is
a query-focused extractive summary.

– Sentiment-based summarisation. Sentiment-based summaries
take into account the subjective information within a document,
thus containing only positive information, negative, or a com-
bination of both. This type of summaries are generated with
compendiumSE which makes use of an external opinion min-
ing tool (Balahur-Dobrescu et al., 2009) to identify and classify
the subjective information. Then, from the set of subjective sen-
tences, the most relevant ones are extracted in order to produce
the sentiment-based summary. It is worth noting here that the re-
sulting summary is not biased towards only positive or negative
information, but also a combination of both.

6.4.2 Experiments and Results

We next explain the evaluation environment and experimental frame-
work that is set out to test the appropriateness of compendium for
the rating inference task.

• Corpus. We used a set of 89 reviews of several English banks
(Abbey, Barcalys, Halifax, HSBC, Lloyds TSB, and National West-
minster) gathered directly from the Internet. In particular, the doc-
uments were collected from Ciao20, a Website where users can write
reviews about different products and services, depending on their
own experience. Each review is associated to a star (1=worst..5=best),
which reflects the user opinion towards the bank.

Table 6.11 lists some of the statistical properties of the data. It
is worth stressing upon the fact that the reviews have on average
2,603 words, which means that we are dealing with long documents
rather than short ones, making the rating inference task even more
challenging. The shortest document contains 1,491 words, whereas
the longest document has more than 5,000 words.

Furthermore, an analysis concerning the number of reviews for each
class (i.e., 1 to 5 stars) is also carried out. This allows us to have
an idea whether or not we work with a balanced distribution. Table

20 http://www.ciao.co.uk/
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Num. of reviews Avg. length Max. length Min. length

89 2,603 5,730 1,491

Table 6.11. Bank reviews corpus statistics.

6.12 shows this information. It is worth mentioning that one-third
of the reviews belong to the 4-star class. In contrast, we have only 9
reviews that have been rated as 3-star, consisting of the 10% of the
corpus, which is a very low number.

Star-rating Num. of reviews %

1-star 17 19

2-star 11 12

3-star 9 10

4-star 28 32

5-star 24 27

Table 6.12. Class distribution.

• Evaluation methodology. F-measure (β = 1) is used to assess
the accuracy of the correct rating prediction. However, since we deal
with a fine-grained classification problem (our categories range from
1 to 5 stars), we also take into consideration the Mean Square Error
(MSE) (Urdan, 2005), which is capable of capturing the deviation
of the prediction from the true class label. The MSE can be defined
as

MSE =

∑n
i=1 (Yi − Ŷi)

2

n

where:
n is the total number of samples,
Yi is the true class label,
Ŷi is the predicted class.

This measure has been previously used for text classification pur-
poses (Mukras et al., 2007) and it is also appropriate for our exper-
iments because we are interested in analysing which summarisation
approaches minimise the error in the star-rating prediction. As a
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consequence, if the original rating of the review belong to the 5-star
class, and when using summaries for its rating prediction, it is rated
as 4 stars, the MSE would be lower than if it was rated as 1 star.
Other evaluation metrics such as F-measure (β = 1) would not ac-
count for this fact, and they would have only focused on the number
of reviews correctly rated. In the aforementioned example, if we only
used F-measure, both results would have obtained the same perfor-
mance (i.e., 0), although it would be much better to be as close as
possible to the original rating. For this reason, when evaluating the
summaries in this task, we employ both measures (F-measure and
MSE) in the evaluation.

• Feature analysis. Before using the summaries for predicting the
correct rating of each review, we analyse the performance of the in-
dividual extracted features, as well as their combination using the
full reviews. Specifically, we analysed the root of each word, its cat-
egory, the sentiment-based feature SentiWordNet, as well as their
combinations. Moreover, as a baseline for the full review, we took
into account a totally uninformed approach with respect to the class
with higher number of reviews, i.e. considering all documents as if
they were scored with 4 stars, since this is the most frequent class.
The different results according different features can be seen in Table
6.13.

Feature Fβ=1

4-star rating baseline 0.300

root 0.378

category 0.367

sentiWN 0.333

root+category 0.356

root+sentiWN 0.333

category+sentiWN 0.389

root+category+sentiWN 0.413

Table 6.13. Classification results (F-measure) with the full review.

A first analysis derived from the results obtained in Table 6.13 makes
us be aware of the difficulty associated to the rating inference task.
As it can be seen, a baseline without any information from the docu-
ment at all (by considering all reviews the most probably rating, i.e.
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4 stars), performs around 30%, which compared to the remaining
approaches is not a very bad number. However, we assumed that
dealing with some information contained in documents, the classifi-
cation algorithm will do better in finding the correct star associated
to a review. This was the reason why we experimented with different
features alone or in combination.

From these experiments, we obtained that the combination of lin-
guistic and sentiment-based features leads to the best results, obtain-
ing a F-measure value (β = 1) of 41%, thus increasing the results
over the baseline by 38% approximately. If sentiment-based features
are not taken into account, the best feature is the root of the word
on its own, which performs 26% better than the baseline. Therefore,
we extract the root, category and sentiWN features from the sum-
maries, and we use them in an attempt to predict the correct rating
of a review, instead of using the full review.

• Results. We next show and discuss the results obtained when using
the summaries generated with compendium for predicting the star
of a review. We experimented with five different types of compres-
sion rates for summaries (ranging from 10% to 50%). Apart from
comparing the performance of compendium with respect to the full
review, we defined an additional baseline: Lead, which produces a
summary taking the first sentences according to a specific compres-
sion rate.

As far as the features for training the summaries is concerned, it
is worth mentioning that we take into account the best performing
individual feature (i.e., the root of the words), and the one which
combines all the features (root+category+sentiWN ), since it was the
best performing for correctly predicting a review using the full text.

We next show the results obtained with respect to the F-measure
(β = 1) and MSE when the feature root is used for training the
summaries. Then, we carry out the same experiments but with the
combination of all features (root+category+sentiWN ) and we also
report the results obtained.

– Results for root.

Table 6.14 and Table 6.15, shows the results for the F-measure
(β = 1) and MSE, respectively when using the root feature ex-
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tracted from summaries for training the SVM classifier. Results
that improve the full review as well as the 4-star baseline are em-
phasised in boldface. The best approach (compendiumSE for 10%
compression rate) improves the results obtained by the full review
by a 18% approximately as far as F-measure (β = 1) is concerned.

Approach Compression Rate

Full Document 10% 20% 30% 40% 50%

Full review Fβ=1 0.378 0.378 0.378 0.378 0.378

4-star rating baseline Fβ=1 0.300 0.300 0.300 0.300 0.300

Summarisation approach

Lead Fβ=1 0.411 0.378 0.367 0.311 0.322

compendiumE Fβ=1 0.422 0.356 0.333 0.300 0.322

compendiumQE Fβ=1 0.322 0.322 0.367 0.367 0.356

compendiumSE Fβ=1 0.446 0.334 0.358 0.292 0.369

Table 6.14. Classification results (F-measure) using root as feature for the rating
classification.

Approach Compression Rate

Full document 10% 20% 30% 40% 50%

Full review MSE 2.59 2.59 2.59 2.59 2.59

4-star rating baseline MSE 2.58 2.58 2.58 2.58 2.58

Summarization approach

Lead MSE 3.10 3.00 3.10 3.30 3.10

compendiumE MSE 2.70 2.93 3.00 3.10 2.71

compendiumQE MSE 2.11 2.51 2.28 2.40 2.10

compendiumSE MSE 2.69 3.21 3.46 2.90 2.93

Table 6.15. Classification results (MSE) using root as feature for the rating clas-
sification.

Whereas in Table 6.14 only compendiumE and compendiumSE

for a 10% compression rate are superior to the full review, it does
not happen the same when computing the MSE. In this case, there
is a clear tendency that compendiumQE is more appropriate than
the remaining approaches for all compression rates, because the er-
ror made in the classification process is lower than the full review.
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As a first intuition, one could expect the sentiment-based sum-
maries to perform better than the query-focused ones. However,
according to the F-measure (β = 1), this occurs only for some
compression rates (e.g. 10%), and with regard to MSE, all query-
focused summaries obtained lower error rates. The reason why this
may happen is the following: although the sentences are classified
according to their polarity between positive or negative, this does
not mean that one specific sentence is about the topic we are inter-
ested in (in our case, a particular bank). However, when generating
query-focused summaries, this information is taken into considera-
tion, giving also more importance to those sentences talking about
the specific bank. Therefore, these summaries may contain more
specific information about the given bank than sentiment-based
summaries. We think that a good strategy would be the combi-
nation between query-focused and sentiment-based summaries, so
that a summary would contain subjective information regarding a
specific bank.

– Results for root+category+sentiWN.

Table 6.16 and Table 6.17 show the results for the F-measure
(β = 1) and MSE, respectively, when the combination of all the
linguistic and sentiment-based features (root+category+sentiWN )
have been extracted and taken into account for training the SVM
classifier. Results that improve the full review as well as the 4-star
baseline are emphasised in boldface.

Approach Compression Rate

Summarisation method 10% 20% 30% 40% 50%

Full review Fβ=1 0.413 0.413 0.413 0.413 0.413

4-star rating baseline Fβ=1 0.300 0.300 0.300 0.300 0.300

Summarization approach

Lead Fβ=1 0.275 0.422 0.422 0.378 0.322

compendiumE Fβ=1 0.444 0.411 0.411 0.311 0.322

compendiumQE Fβ=1 0.356 0.378 0.356 0.367 0.356

compendiumSE Fβ=1 0.436 0.413 0.425 0.359 0.324

Table 6.16. Classification results (F-measure) using root, category and SentiWord-
Net, as features for the rating classification.
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Approach Compression Rate

Full document 10% 20% 30% 40% 50%

Full review MSE 2.46 2.46 2.46 2.46 2.46

4-star rating baseline MSE 2.58 2.58 2.58 2.58 2.58

Summarization method

lead MSE 2.63 2.62 2.72 2.86 2.60

compendiumE MSE 3.02 2.87 2.83 3.18 2.53

compendiumQE MSE 2.60 2.83 2.52 2.44 2.53

compendiumSE MSE 2.77 2.31 2.14 2.82 2.47

Table 6.17. Classification results (MSE) using root, category and SentiWordNet
as features for the rating classification.

When using the combination of root+category+SentiWN as fea-
tures for the rating inference process, the results obtained are bet-
ter than for the previous experiment (when the root of a word was
used as a single feature for training the SVM system).

Concerning the results obtained for the F-measure value (β = 1),
it is worth stressing upon the fact that sentiment-based summaries
generated with compendiumSE achieve better results than the full
review for compression rates ranging from 10% to 30%. So does
the Lead baseline for 20% and 30%, performing in those cases
slightly better than our summarisation approaches. However, our
best approach is compendiumE for a 10% compression rate, which
increases the results of the full review by 8%.

Regarding the MSE results, we also obtain better results than
when using only root for the full review. Some compression rates
for sentiment-based summarisation (compendiumSE) obtain bet-
ter results than the remaining approaches. In particular, sentiment-
based summaries of 20% and 30% are the best performing ones.
This is explained by the fact that the classification process takes
profit of sentiment-based features (sentiWN ) employed.

Although we cannot claim that there exists a particular feature or
strategy that contributes the most to the rating inference prob-
lem, this is partly due to the difficulty associated to this task.
As it was previously explained, even when using the full review
results are rather poor. In some cases (i.e., compendiumQE and
compendiumSE), summaries obtains at least similar results as
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the full review. Despite the results obtained by summaries are not
very high, the use of TS in this task (in particular compendium)
for reducing noise in the full reviews has been shown appropriate.
This is a positive thing, because it means that we do not have to
process the whole text. Instead, a short summary (up to 30% of
the text) would be useful, thus containing sufficient information
to be able to perform the rating inference task.

6.5 Conclusion

This chapter presented the integration of compendium in HLT ap-
plications. Specifically, these were: i) opinion mining; ii) question an-
swering; and iii) text classification through the rating inference task. In
light of the results obtained, it is worth mentioning that compendium

is appropriate for being integrated into other applications, improv-
ing the initial results obtained when summaries were not taken into
account. The performance of compendium in the different proposed
HLT applications varied, obtaining the highest improvements in opin-
ion mining (80% compared to the initial Snippet-driven approach), and
the lowest in the rating inference task (only a moderate improvement
for the F-measure value and MSE, with respect to the full review).
Table 6.18 summarises the main results when compendium is applied
to different tasks.

Initial Approach Improvement with
COMPENDIUM

Opinion mining
Snippet-driven 80%

Blog-driven 70%

Question answering
NE-based QA 12%

SR-based QA 48%

Rating inference
root 18%

root+category+SentiWN 8%

Table 6.18. Summary of the improvements obtained by compendium within each
HLT application.

Therefore, the main contributions of this chapter can be divided
into two groups:
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• Analyse the integration of COMPENDIUM to other HLT ap-
plications. It has been shown that the integration of compendium

into other applications is beneficial, leading to improvements with
respect to not using it. In this sense, we have proven that summaries
extract the most relevant information of texts. For instance, in the
case of opinion mining, from all the potential subjective sentences
to be included in the summary, compendium was able to extract
the most important ones. Then, for question answering, very short
summaries were generated in order to substitute the original snip-
pets, and we showed that they were able to contain the answer to a
question. Finally, for the rating inference task, we used summaries
instead of full documents to correctly predict the star associated to a
review. In this case, some types of summaries (e.g. sentiment-based)
up to a 30% compression rate increased the results of the classifica-
tion and minimised the error with respect to the full document.

• Evaluate extrinsically the summaries generated with COM-

PENDIUM. At the same time compendium is integrated in other
HLT applications, it is being evaluated extrinsically, thus providing
us with an idea of how good the resulting summaries are for increas-
ing the performance of external applications; in our case, opinion
mining, question answering and text classification through the rat-
ing inference task. This type of evaluation complements the intrinsic
one carried out in Chapter 5, thus verifying the appropriateness of
the summaries generated by compendium TS tool, for being used
on their own, as well as in combination with HLT applications.
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Text Summarisation (TS) started in the late 1950’s, and since then,
summarisation methodologies and systems have experienced great ad-
vances. New approaches have been developed, taking also into account
linguistic aspects, which allows an automatic summary to be something
else than a simple joining of sentences. Furthermore, these advances
have led to new types of summaries (e.g. update or personalised sum-
maries) and new scenarios where summaries play a crucial role (e.g.
patent claims, blogs, reviews). However, there is still a lot of room for
improvement, especially due to the large amounts of available data in
different formats, and the rapid development of the technology, which
brings new challenges for this research field, such as multi-document,
multi-lingual or multimedia summarisation. Another challenging issue
is the evaluation, which raises questions not answered yet, such as “is
it possible to evaluate a summary in an objective way?”; “is it fair to
compare automatic summaries against human-written?”; “how could
the quality of a summary be assessed automatically?”.

Nevertheless, being aware of the state of the art in TS is as impor-
tant as knowing how summaries are produced from different perspec-
tives. In Chapter 2, apart from providing a comprehensive review of dif-
ferent TS approaches, we explained the types of summaries according
to different aspects. Moreover, the process of TS from a computational
point of view (Hovy, 2005) was also described, whereas in Chapter 4,
this process was explained from a cognitive perspective (Van Dijk,
1980), (Van Dijk & Kintsch, 1983). Following the underlying princi-
ples and statements of the cognitive and computational processes, we
suggested compendium TS tool which is able to generate different
kinds of summaries for English, thus being a mono-lingual TS tool.
The length of the summaries is given by a specific compression rate
or a fixed number of words. Concerning the input, compendium pro-
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duces single- or multi-document summaries; with regard to the purpose
of the resulting summaries, generic, query-focused or sentiment-based
summaries can be generated. Moreover, all of them are informative,
since their goal is to provide information about the source document.
Finally, as output, the final summaries can be extracts or abstractive-
oriented summaries, through a combination of extractive and abstrac-
tive information. Regarding compendium’s architecture, two types
of stages can be distinguished: core and additional. The core stages
constitute the backbone of the TS process, and they are: surface lin-
guistic analysis; redundancy detection; topic identification; relevance
detection; and summary generation, whilst the additional stages can
be integrated to the core ones, thus enhancing the capabilities of the
TS tool. These are: query similarity; subjective information detection;
and information compression and fusion.

It is worth noting that within the redundancy detection stage, tex-
tual entailment is proposed as a novel method to tackle this problem.
In the relevance detection stage, the main novelty is to rely on the
Code Quantity Principle, after identifying the most important topics
using the term frequency technique, in order to determine important
information in documents. The proposed techniques were shown appro-
priate for the generation of summaries. Furthermore, the assessment
of compendium both intrinsically (i.e., with respect to the content
and quality of the generated summaries) with different types of texts
(Chapter 5), as well as extrinsically, by integrating it into Human Lan-
guage Technology (HLT) applications (Chapter 6), proved that the re-
sulting summaries were good enough to be used on their own, as well
as for being beneficial to other HLT applications.

In the next sections, the main contributions in the form of conclu-
sions (Section 7.1), the work in progress and for the future (Section
7.2), and the list of relevant publications related to this thesis (Section
7.3) are provided.

7.1 Main Contributions

Summing up all the research work carried out in this thesis, the main
contributions were:
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• Analysis of the state of the art with respect to the ap-
proaches and methods for generating summaries

From the exhaustive analysis performed, we were able to come up
with some insights concerning the directions of TS for the next years.
This is related to the Web 2.0 and all the types of new textual genres
that have appeared: reviews, forums, wikis, blogs, etc. It will be of
crucial importance to study methods and approaches that are ca-
pable of providing summaries from such types of texts. Moreover,
the large amount of information provided by people with different
backgrounds, and in different languages will lead to the urgent need
of carrying out research into abstractive summarisation, as well as
multi-lingual and cross-lingual summarisation techniques. This will
allow TS approaches to manage the available information more effi-
ciently, and enrich the resulting summaries with related information
stated in different languages, formats, and with different intentions.

• Analysis of the state of the art in the evaluation of sum-
maries

Despite the large number of methods and tools for carrying out TS,
at present, the evaluation of summaries is still a challenging issue and
very difficult to tackle, even for humans. The inherent subjectivity
associated to the TS process means that two humans can assess the
same summary differently. The reason why this occurs is because
each user has a specific interest or a different knowledge. In recent
years, approaches have started to focus on the automatic evaluation
of several aspects more related to the quality of the summary and
not so much in its content.

• Research into novel techniques and approaches for TS

In this thesis, we have proposed and study different novel methods
for generating summaries. Concerning the redundancy problem, we
proved that textual entailment is appropriate for identifying and
discarding repeated information. Further on, we analysed the Code
Quantity Principle as a feature for detecting relevant information in
documents, obtaining successful results once the topics of the doc-
uments have been identified in the first place. Finally, we analysed
the use of word graphs to compress and fuse information, and we
suggest a new type of summaries (abstractive-oriented) which com-
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bines extractive and abstractive information and goes beyond the
simple selection of sentences.

• Proposal and development of COMPENDIUM TS tool

In light of the aforementioned techniques that were shown appropri-
ate for the generation of summaries, we developed compendium TS
tool, which relies on different stages and it is able to generate sev-
eral types of summaries. The stages involved in compendium can
be grouped into two categories. On the one hand, there are a set
of core stages, which constitute the central part of compendium.
These stages are: surface linguistic analysis; redundancy detection;
topic identification; relevance detection; and summary generation,
and they are mainly responsible for detecting and removing redun-
dant information, determining the topic or topics of the document,
and finally, identifying relevant information. On the other hand,
there are several additional stages (query similarity; subjective infor-
mation detection; and information compression and fusion), which
specifically deal with a type of summary: query-focused; sentiment-
based; and abstractive-oriented. For instance, the query similarity
stage aims at identifying potential sentences related to the query, in
order to produce a query-focused summary.

• Evaluation of COMPENDIUM

In order to verify the appropriateness of the proposed TS method,
the content and the quality of summaries generated with com-

pendium have to be evaluated. It has been shown that compendium

achieves competitive results with respect to the state of the art in
TS. Furthermore, from the extensive evaluation carried out we can
draw some interesting conclusion about the strong and weak points
of compendium.

Regarding its strengthens, compendium generates different kinds of
summaries, by employing the same core stages, and adding specific
additional stages. In addition, the proposed techniques have been
proven to work successful in a variety of domains and types of texts,
such as newswire, blogs, image captions and medical research papers.
In contrast, its main limitations involve two issues. On the one hand,
multi-document summarisation has to be approached employing a
different strategy, since it has been proved that the current one does
not lead to very good results. On the other hand, it is crucial to
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incorporate semantic information in the process of TS, in order to
be able to generalise and obtain new information, that can be later
used for abstract generation. Finally, it is worth stressing upon the
fact that, although at the moment, compendium is mono-lingual,
it would be feasible to extent it to other languages, given that the
language-specific resources involved in the process of TS are available
for the target language.

• Integration of COMPENDIUM in HLT applications: opinion
mining, question answering and text classification

Once the summaries generated with compendium have been evalu-
ated, it is important to analyse to what extent it can be integrated
into other HLT applications. In light of this, we showed the benefits
of combining our TS tool (i.e., compendium) with opinion mining,
question answering and text classification.

Regarding the first task, compendium was used to improve the sum-
maries generated only using an opinion mining tool, without taking
into account any summarisation technique. In the second task, ques-
tion answering, it was found that when using query-focused sum-
maries generated with compendium instead of search engine snip-
pets in a Web-based question answering approach, its performance
increased. Finally, concerning text classification, we employed sum-
maries (i.e., compendium) in order to filter noisy information from
documents, and to be able to correctly predict the rating associated
to a review.

Therefore, the objectives proposed in Chapter 1 have been achieved
through the research conducted in this thesis.

7.2 Work in Progress

This thesis constitutes only a small part in the TS research area. There-
fore, there are still some issues that are being currently tackled, and
some aspects that will be addressed in the future.

On the one hand, the aspects that are currently being investigated
can be divided into the following groups:
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• Analysing other alternatives for generating abstractive sum-
maries. Taking as a basis the word graph algorithm proposed, we
want to study to what extent generating the compressed or merged
sentences directly from the original document rather than from the
extract would be more suitable. In this case, we first generate the
new sentences, and then we apply compendium to select the most
important ones. The results obtained at the moment, shows that for
TS it seems to be better to select first important information, and
then try to merge or compress it. However, we are analysing some
strategies that allow us to select the best generated sentences, in
order to see if the initial hypothesis still holds true.

• Enriching COMPENDIUM with semantic knowledge. This line
of research broadens the research carried out into abstractive-oriented
summarisation. The objective of this research is to incorporate se-
mantic knowledge to compendium by means of concept graphs or
other semantic techniques. Semantic knowledge allows a higher level
of abstraction. In this sense, compared to the word graphs algo-
rithms, where only sentence compression or fusion was possible, the
study of concept graphs is more appropriate for generating abstracts,
since different concepts can be grouped into a more general one.

For carrying out this, we are going to use semantic resources, such
as WordNet, where the concepts of the document are mapped to
the concepts of WordNet and then, their hypernyms are taken into
account, in order to generalise several related concepts into the same.

• Studying the integration of TS techniques into a opinion in-
formation retrieval application. Currently, we are analysing the
benefits of combining compendium with information retrieval and
opinion mining, in order to build a unified framework for dealing with
new textual genres (blogs, reviews, etc.). This research is motivated
by the good results achieved when applying compendium to opinion
mining. The proposed approach is capable of retrieving subjective
content from the Web (for instance, blogs), analysing and classify-
ing the opinions found in them, and finally producing a summary,
that contains the specific information a user is looking for. More-
over, we are also analysing the contribution and influence of each of
the individual tasks to the whole process. Different approaches and
techniques for each of the tasks are analysed as well. For instance,
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in the case of information retrieval, we experiment with two passage
lengths (i.e. passages of length 1 and 3).

The preliminary results obtained at the moment indicate that the
best performing approach is the one which integrates information
retrieval, opinion mining and TS and a length passage of 3 is taken
into consideration for the information retrieval component. This ap-
proach reaches a precision around 30% when using ROUGE for eval-
uating the resulting summaries. Furthermore, the longer the sum-
mary, the better. In this sense, summaries of 50% compression rate
obtain higher results. Although it is a moderate performance, it out-
performs the average results obtained by TAC 2008 participants1

(23%), as well as it increases the results by 66%, when compared to
a baseline without taking into consideration an information retrieval
component.

Our current aim focuses on improving the performance of the sug-
gested approach, once the reasons of the possible causes that may
be negatively affecting such performance are analysed. For instance,
one issue to take into account is how to filter fragments of noisy
information, because when working with blogs, information which is
not directly related to the main content of it is also included (e.g.
advertisements).

• Extending the analysis of the suitability of COMPENDIUM

into the rating inference task. In our analysis concerning the
use of summaries for the rating inference task (please see Chapter 6,
Section 6.4), it seemed that sentiment-based summaries were more
suitable to help classification systems to predict the correct rating
associated to a review; however, the results obtained were not very
conclusive. Therefore, we are still working in this issue, in order to
come up with more robust results that can support our hypothesis.
In light of this, we are working with an alternative corpus about
movie reviews. This data set consists of approximately 5,000 reviews
written by four different people. The average length for each review
is 750 words, the longest one containing almost 3,000 words whereas
the shortest one only 160 words. Each review is also associated with
two types of ratings: the first one ranges from 0 to 2, whereas the
other from 0 to 4. In this manner, we can extend the experiments

1 For the experiments and evaluation we used the same guidelines as in the Opinion
Summarization Task at TAC 2008.
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into a wider data set and analyse other types of granularity for the
classification task (i.e., 3 star-class).

The results obtained at the moment are still very preliminary. In
general terms, when using the full review for training we have noticed
that depending on who wrote the review, results vary, obtaining in
some cases better results when using only the root of the word as a
feature compared to the combination of the root of the word, its part
of speech, and sentiment-based features (for instance, 59% vs. 29%),
whereas in other cases, the latter combination performs better than
the former (40% vs. 24%). Regarding the summaries generated with
compendium, although in most of the cases the accuracy do not
surpass the full review, the distance between the predicted rating
and the correct one, computed by means of the mean square error,
is lower with respect to that of the full review.

On the other hand, for the long term, we will continue to carry out
research into semantic TS techniques and we will focus in the evalua-
tion of summaries. Therefore, we propose two more lines of action:

• To analyse the influence of a domain-specific ontology to
the process of TS. This aspect is related to the research line
of enriching compendium with semantic knowledge. Ontologies are
able to represent the knowledge as a set of concepts within a do-
main, and the relationships between those concepts. In particular,
OntoFIS (Romá, 2009) is a pharmacotherapeutic ontology, and we
will analyse whether taking it into account in the TS process leads
to better domain-specific summaries.

• To develop a qualitative TS evaluation framework. A chal-
lenging topic in which we are also interested concerns the evaluation
of summaries. A preliminary research about this topic was already
conducted in (Lloret & Palomar, 2010), where a qualitative evalu-
ation framework was outlined, proposing some criteria that would
help to assess the quality of a summary (e.g. coherence, topic iden-
tification) instead of its content by comparing it to gold standard.
The idea behind this kind of evaluation would be to set up an inde-
pendent summarisation evaluation environment capable of testing a
summary’s quality, and deciding the degree of quality a summary
would have. However, due to the complexity of this task, we think
that machine learning algorithms would be the best way to approach
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it. In this case, different stages would be distinguished: i) analyse
and select an individual qualitative criteria; ii) learn the features in
documents or summaries that indicate that such criterion is accom-
plished; iii) train and test the extracted features in a corpus in order
to obtain the performance of the proposed criteria; iv) correlate the
results obtained with already human evaluation to assess to what
extent the suggested criterion could be determined automatically.

7.3 Relevant Publications

Although some publications have already been cited throughout this
thesis, the following list groups all of them by the topic they are related
to.

• Publications concerning the state of the art:

– Elena Lloret and Manuel Palomar. Text Summarisation in Progress:
A Literature Review. Journal of Artificial Intelligence Review. In
press.

– Elena Lloret and Manuel Palomar. 2011. Current Trends in the
Evaluation of Text Summarization. Emerging Trends in Natural
Language Processing: Concepts and New Research. Book chapter.
Submitted.

• Publications regarding compendium summarisation tool and its in-
trinsic evaluation:

– Elena Lloret and Manuel Palomar: A Text Summarization System
for Generating Abstracts of Research Papers. 16th International
Conference on Applications of Natural Language to Information
Systems, 2011. In press.

– Ahmet Aker, Laura Plaza, Elena Lloret and Robert Gaizauskas:
Towards automatic image description generation using multi doc-
ument summarization techniques. Multi-source Multilingual Infor-
mation Extraction and Summarization (MMIES). Book chapter.
In press.
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– Elena Lloret and Manuel Palomar: Tackling Redundancy in Text
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– Elena Lloret and Manuel Palomar: Resúmenes de textos: nuevos
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ISSN 1852-7310, 2010.
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Image Captioning Using Text Summarization Techniques. 13th
International Conference on Text, Speech and Dialogue (TSD),
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0350-5596, 2010.

– Alexandra Balahur, Elena Lloret, Ester Boldrini, Andrés Montoyo,
Manuel Palomar, and Patricio Mart́ınez: Summarizing Threads in
Blogs using Opinion Polarity. Proceedings of the Events in Emerg-
ing Text Types Workshop of the RANLP, 2009, Borovets, Bul-
garia.

– Elena Lloret, and Manuel Palomar: A Gradual Combination of
Features for Building Automatic Summarisation Systems. 12th
International Conference on Text, Speech and Dialogue (TSD),
2009, Pilsen, Czech Republic.
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A. Generación de resúmenes de textos basados

en Tecnoloǵıas del Lenguaje Humano y su

aplicación

Este anexo contiene un resumen extendido en castellano de la inves-
tigación llevada a cabo en esta tesis doctoral. En él se presentan los
objetivos perseguidos, los métodos y sistemas más relevantes tanto
para la generación de resúmenes como para su evaluación, nuestra
contribución a la tarea a través de la herramienta de generación de
resúmenes propuesta (compendium), aśı como su evaluación en dis-
tintos dominios y para distintos tipos de resúmenes, y su integración a
otras aplicaciones de Tecnoloǵıas del Lenguaje Humano (TLH). Final-
mente se destacan las conclusiones más importantes y los trabajos que
se están desarrollando en la actualidad, y las ĺıneas de investigación
futuras.

A.1 Introducción

Las Tecnoloǵıas del Lenguaje Humano (TLH) se encargan de proce-
sar el lenguaje humano de forma automática. Este área de investi-
gación es una subdisciplina de la Inteligencia Artificial que investiga
y formula mecanismos computacionalmente efectivos para facilitar la
interrelación hombre-máquina, permitiendo una comunicación mucho
más flúıda y menos ŕıgida que los lenguajes formales (Moreno Boronat
et al., 1999).

A pesar de su sencilla definición, su puesta en práctica resulta
sumamente compleja. Su dificultad radica por la naturaleza misma
del lenguaje natural y por el contexto socio-cultural en el que se en-
marca. Por un lado, se debe tener constancia de las estructuras propias
de una lengua concreta y de los fenónemos y propiedades que en di-
cho lenguaje se producen. La ambigüedad, propiedad inherente en to-
das las lenguas naturales, o mecanismos de economı́a lingǘıstica como
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la elipsis, son dos ejemplos de ello, ampliamente tratados debido a
su complejidad de procesamiento automático. Por otro lado, se debe
disponer también de un conocimiento general acerca del mundo para
comprender las ideas que se pretenden transmitir a través del lenguaje.
Por esta razón, el campo de investigación de las TLH puede abarcar
el tratamiento del lenguaje desde documentos completos, hasta las
unidades que forman las palabras, por ejemplo los morfemas. Esto da
lugar a un amplio abanico de subtareas, que comprende desde aplica-
ciones más generales, como la recuperación de información, búsqueda
de respuestas, extracción de información, generación de resúmenes,
clasificación de textos, etc., hasta aplicaciones intermedias, tales como
analizadores morfológicos, analizadores sintácticos, desambiguadores
del sentido de las palabras, reconocedores de entidades, etc. que cons-
tituyen los pilares básicos permitiendo el desarrollo de aplicaciones
generales.

A.2 Generación de resúmenes: motivación

La generación de resúmenes no es una tarea nueva, ya que los primeros
intentos de producir resúmenes automáticos se llevaron a cabo a finales
de los años 50. Sin embargo, ha experimentado una gran evolución en
la última década, sobre todo desde el rápido crecimiento de Internet.
La cantidad de información disponible en formato electrónico crece de
manera exponencial, dando lugar a millones de documentos cuya mag-
nitud dificulta en gran medida su manejo. Debido a esto, la generación
de resúmenes es de gran utilidad para procesar dicha información y pre-
sentarla de forma resumida y sencilla, de modo que ofrezca al usuario
la posibilidad de gestionar la información de una forma más eficiente.

Según la Real Academia Española (RAE), “resumir” es “reducir a
términos breves y precisos, o considerar tan solo y repetir abreviada-
mente lo esencial de un asunto o materia” (DRAE, 22a edición). De
esta definición se deduce que un resumen, si es elaborado correcta-
mente, puede servir como sustituto del documento completo y ahorrar
aśı, el trabajo de leerlo en su totalidad. La realización de un resumen
requiere la lectura del documento en cuestión, saber extraer los con-
ceptos e información más relevante y finalmente, reescribir toda esa
información de manera que se obtenga un texto de menor tamaño que
el original. Esto no es un proceso inmediato, sino que requiere tiempo
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y esfuerzo por parte de las personas que efectúen el resumen. En cam-
bio, la obtención de dichos resúmenes de forma automática implicaŕıa
que apenas bastaŕıan pocos segundos para resumir grandes cantidades
de documentos. Ante los millones de documentos existentes en la web,
supondŕıa una gran ventaja disponer de este tipo herramientas au-
tomáticas. Lamentablemente, debido a todos los retos que presenta la
tarea de generación automática de resúmenes, el conseguir resúmenes
perfectos (igual que los haŕıa un humano) es todav́ıa una utoṕıa, ya
que la “inteligencia” que pueda tener un ordenador no es compara-
ble a la humana. Sin embargo, gracias a los esfuerzos realizados por
la comunidad cient́ıfica, esta tarea se va perfeccionando consiguiendo
cada vez, resúmenes mejores y de diversos tipos, según el cometido
perseguido. Aśı, puesto que la tarea de generación de resúmenes con-
lleva una gran aplicación práctica y de gran utilidad, es necesario inves-
tigar en técnicas que permitan identificar la información más relevante
de uno o varios documentos, y presentarla en forma de resumen.

A.3 Objetivos

El principal objetivo de esta tesis doctoral es el análisis, desarrollo
e investigación de nuevas técnicas y enfoques para la generación au-
tomática de resúmenes de textos basados en la generación de extractos
y abstractos. De este objetivo se extraen las siguientes ĺıneas de inves-
tigación:

• Estudiar el estado de la cuestión de los sistemas de generación au-
tomática de resúmenes, abarcando también la evaluación de los mis-
mos, a través del análisis de los métodos existentes en la actualidad.

• Proponer y analizar la influencia que determinadas técnicas ejercen
sobre la generación de resúmenes, examinando las ventajas e incon-
venientes que cada una de ellas aporta.

• Proponer una nueva herramienta para la generación automática
de resúmenes, compendium, que aplique y combine las distintas
técnicas previamente estudiadas, y pueda generar diversos tipos de
resúmenes en diferentes escenarios.

• Evaluar compendium en distintos escenarios y para distintos tipos
de resúmenes.
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• Integrar compendium en aplicaciones espećıficas de TLH (mineŕıa
de opiniones, búsqueda de respuestas y clasificación de textos), que
permitan evaluar, además, de manera extŕınseca los resúmenes ge-
nerados..

A.4 Organización del trabajo

Este caṕıtulo está estructurado del siguiente modo: en la sección A.5 se
presenta brevemente el estado de la cuestión tanto para los métodos
y enfoques para abordar la tarea de generación de resúmenes como
para su evaluación. Las siguientes secciones (A.6, A.7 y A.8) hacen
referencia a nuestra propuesta para la generación de resúmenes: com-

pendium. En la sección A.6 se presentan las etapas que forman el
proceso de generación de resúmenes junto con las técnicas y métodos
involucrados en cada una de ellas. En la sección A.7 se exponen los
principales experimentos y se describen las principales ĺıneas de evalu-
ación de la herramienta desarrollada. Además, la sección A.8 muestra
la integración de compendium en tareas de TLH, con el objetivo final
de demostrar que se pueden obtener mejoras en los resultados de tareas
tales como mineŕıa de opiniones, búsqueda de respuestas y clasificación
de textos si se utilizan resúmenes automáticos. Finalmente, la sección
A.9 contiene las conclusiones más importantes de esta tesis, aśı como
los trabajos que se están llevando a cabo en la actualidad y los que se
pretenden realizar en un futuro como continuación de esta tesis.

A.5 Estado de la cuestión

Según la definición dada en (Spärck Jones, 2007), el objetivo de la
tarea de generación de resúmenes es obtener una versión reducida del
documento o documentos fuente, reduciendo su contenido de tal forma
que se seleccionen y queden presentes en el resumen los conceptos más
importantes de dichos documentos. Por lo tanto, de la definición de
esta tarea se deduce que un resumen debe contener la información
más significativa de uno o varios documentos, teniendo un tamaño
considerablemente inferior al del documento(s) fuente.

Los sistemas de generación de resúmenes se pueden clasificar en
base a múltiples factores. Por ejemplo, relacionado con los factores
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de entrada, podemos producir un resumen a partir de un solo docu-
mento (mono-documento) o a partir de un conjunto de ellos (multi-
documento). Además, no siempre debe tratarse de documentos tex-
tuales, ya que podemos realizar resúmenes a partir de otros tipos de
texto, como páginas web, blogs, imágenes, v́ıdeos, reuniones, etc. En
lo que respecta al resumen generado, éste se puede conseguir siguiendo
dos posibles estrategias: extractiva o abstractiva. Si se sigue una es-
trategia extractiva, se seleccionarán y extraerán, literalmente, las frases
más importantes sin realizar ninguna modificación sobre ellas. Sin em-
bargo, si se opta por llevar a cabo una estrategia abstractiva para
producir un resumen, será necesario realizar algún tipo de transfor-
mación en las frases seleccionadas o en los conceptos que se deseen
que formen parte del resumen, de tal manera que la información que
aparezca en el resumen estará expresada de una forma distinta a la
que aparece en el documento original. Otro aspecto a tener en cuenta
en un resumen es si se trata de un resumen genérico o bien si debe
estar centrado u orientado a algún tema o necesidad espećıfica. Otra
distinción posible, referente a los tipos de resumen que los sistemas
automáticos suelen abordar, es la distinción entre resúmenes indica-
tivos o informativos. Dependiendo de la finalidad que se le quiera dar
al resumen, optaremos por uno u otro tipo. Los resúmenes indicativos
son aquellos que simplemente proporcionan unas pequeñas pinceladas
acerca de un documento, de manera que podemos tener una idea de
si vale la pena acudir o no al documento completo, para encontrar
en él la información que buscamos. Por el contrario, si producimos
un resumen informativo, lo que pretendemos es que éste contenga la
máxima información relevante posible, de tal manera que el resumen
por śı solo nos proporcione la información requerida, sirviendo como
sustituto del documento original. Finalmente, otro factor interesante a
tener en cuenta es el idioma de los documentos origen y del resumen,
ya que esto también puede dar lugar a diferentes tipos de resumen.
Diremos que un sistema de resúmenes es monolingüe si únicamente es
capaz de producir resúmenes para un determinado idioma (por ejem-
plo, el español). En este caso, los documentos fuente y el resumen
estarán en el mismo idioma. Si por el contrario, un sistema produce
resúmenes para diferentes idiomas (inglés, español, italiano, etc.) nos
encontramos ante un sistema multilingüe, pero tanto los documentos
fuente como el resumen siguen estando en el mismo idioma. Ahora
bien, si el sistema no sólo no es capaz de tratar varios idiomas, sino
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que también puede generar resúmenes en un idioma determinado (por
ejemplo, español) aunque los documentos a partir de los que tiene que
generar el resumen estén en un idioma distinto (por ejemplo, italiano),
estaremos ante el caso de un sistema cross-lingual.

A.5.1 Generación de resúmenes

A continuación se describen los métodos más comunes para generar
resúmenes de textos.

• Metódos estad́ısticos.

Las investigaciones en resúmenes de textos comenzaron a finales de
los años cincuenta. Los primeros investigadores en estudiar posi-
bles técnicas para poder generar resúmenes de forma automática
fueron Luhn (Luhn, 1958) y Edmundson (Edmundson, 1969), que
propusieron técnicas como la frecuencia de las palabras, la posición
de las frases en un documento o la identificación de cue words. Esta
última técnica consiste en calcular la relevancia de una frase en
función de si tiene locuciones como “en conclusión”, “el objetivo
de este art́ıculo”, etc. que pueden ser indicadoras de que dicha frase
pueda contener información significativa. Además de estas técnicas,
en la literatura se pueden encontrar diversos enfoques basados en
conocimiento para generar resúmenes tanto mono- como multi-
documento. Por ejemplo, en (Qiu et al., 2007) se proponen diferentes
estrategias para producir resúmenes multi-documento, dependiendo
de la finalidad que se persiga (por ejemplo, centrado en personas,
lugares, eventos, objetos u otros), combinando varias técnicas en
cada una de ellas. La idea subyacente es encontrar la combinación
de técnicas más adecuada para cada tipo de resumen, y esto se
consigue analizando los documentos de entrada. Las caracteŕısticas
que se proponen incluyen la frecuencia de palabras, la longitud y
posición de las frases, o la importancia de las entidades nombradas.
Otro sistema clásico que también se basa en la combinación de
caracteŕısticas es MEAD (Radev et al., 2001). Este sistema es ca-
paz de producir resúmenes tanto mono- como multi-documento me-
diante un enfoque extractivo, basándose en las siguientes fuentes de
conocimiento: posición de la frase, solapamiento de una frase con
respecto a la primera, y medidas para calcular la similitud de una
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oración respecto de la oración centroide. Las frases que formarán
parte del resumen final serán seleccionadas en base al resultado de
combinar linealmente las caracteŕısticas previamente expuestas.

• Métodos basados en la detección de tópicos.

La estrategia que siguen otros sistemas es la de localizar el tema prin-
cipal en el documento, y ver cómo va cambiando a lo largo de éste, o
analizar cómo se va descomponiendo en subtemas, de tal manera que
en función de dichos cambios, se seleccionan las frases más adecuadas
para el resumen. Existe una gran variedad de métodos mediante
los cuáles se puede determinar el tema principal de un documento.
Además, el poder usar técnicas que segmentan un documento en
función de los cambios temáticos que se producen en un documento
también es muy útil para la tarea de resúmenes. En la literatura,
encontramos ejemplos de sistemas que utilizan estas técnicas para
generar resúmenes, como es el caso de (Neto et al., 2000), (Anghe-
luta et al., 2002), (Boguraev & Neff, 2000), (Harabagiu & Lacatusu,
2005). En este último enfoque, la estructura de temas se caracteriza
en términos de lo que se denominan topic themes, que son repre-
sentaciones de eventos o estados que se repiten a lo largo de un do-
cumento. En esta aproximación se analizan cinco maneras diferentes
para representar el tema de un documento: (1) topic signatures. Las
topic signatures (Lin & Hovy, 2000) se basan en representar un tema
en función de un conjunto de términos relacionados con ese tema. (2)
Representar el tema mediante la identificación de relaciones entre las
topic signatures. (3) Identificar el tema de un documento segmen-
tando el texto con el algoritmo TextTiling (Hearst, 1997) para ver
en qué puntos se produce una ruptura temática. (4) Representar el
tema del documento modelando el contenido del mismo, utilizando
modelos ocultos de Markov. (5) Finalmente, el último mecanismo
está basado en el uso de plantillas (templates), como si de una tarea
de extracción de información se tratase.

Por otra parte, en (Teng et al., 2008) se propone un sistema para
producir resúmenes mono-documento, identificando en una primera
etapa, los posibles temas locales del documento. Esto se realiza agru-
pando las oraciones en función de su similitud, y una vez hecho esto,
mediante la técnica de la frecuencia de las palabras, se extraen las
frases más relevantes de cada uno de los grupos que se han creado,
para representar los diferentes temas del documento.
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• Métodos basados en grafos.

Por otra parte, el uso de los algoritmos basados en grafos aplica-
dos a la tarea de generación automática de resúmenes ya sea para
producir, bien resúmenes genéricos o bien resúmenes centrados en
un tema concreto, también ha sido muy utilizado recientemente.
Esto se debe a que son muy efectivos y obtienen buenos resulta-
dos. Básicamente, la idea es representar un documento en forma de
grafo, de manera que los nodos del mismo representen elementos
del texto (normalmente, palabras o frases), mientras que las aristas
son las relaciones entres dichos elementos (por ejemplo, relaciones de
similitud entre frases, o de sinonimia, hiperonimia, etc. entre pala-
bras). Una vez que tenemos el documento representado en forma de
grafo, la idea es que dicha representación nos ayudará a determinar
los elementos más importantes del documento, por ejemplo aten-
diendo al grado de salida de cada nodo del grafo. En (Mihalcea, 2004)
se realiza un análisis de varios algoritmos basados en grafos para
generar resúmenes. Además, en (Wan et al., 2007) se propone un
enfoque basado en grafos de afinidad, para producir tanto resúmenes
genéricos como orientados a una necesidad espećıfica. La idea aqúı
consiste en extraer frases que contengan una gran riqueza informa-
tiva, a la vez que incorporen información nueva. Esto se consigue a
través de la similitud entre cada par de frases, teniendo en cuenta
también información relacionada con el tema del documento y, dife-
renciando también entre enlaces dentro de un mismo documento y
entre documentos diferentes. Finalmente, se elimina la información
redundante.

• Métodos basados en técnicas de aprendizaje automático.

Los sistemas que a continuación se presentan, realizan el proceso
de generación de resúmenes basándose en algoritmos de aprendizaje
automático. Las primeras técnicas de aprendizaje automático que
se usaron en esta tarea incluyeron clasificadores binarios (Kupiec
et al., 1995), Modelos Ocultos de Markov (Conroy & O’Leary, 2001),
(Schlesinger et al., 2002) y redes bayesianas (Aone et al., 1998). Pero
no son los únicos algoritmos que se pueden utilizar para entrenar un
conjunto de datos y extraer caracteŕısticas. En los últimos años, sis-
temas como NetSum (Svore et al., 2007) apuestan por el uso de
redes neuronales, basándose en el algoritmo de aprendizaje RankNet
(Burges et al., 2005). Además de utilizar caracteŕısticas como son las
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palabras clave y la posición de la frase, se propone también, un nuevo
conjunto de caracteŕısticas basadas en la Wikipedia1, que da prefe-
rencia a las frases que contengan términos que estén contemplados
en dicho recurso.

En FastSum, sistema propuesto por (Schilder & Kondadadi, 2008),
se seleccionan las frases usando los algoritmos Support Vector Re-
gression (SVR), y Least Angle Regression para seleccionar y ex-
traer caracteŕısticas. SVR ya se utilizó previamente para generar
resúmenes en (Li et al., 2007), donde se usaban caracteŕısticas a nivel
de palabra y frase, aśı como también la posición de las frases y la
presencia de entidades nombradas, para entrenar el sistema de forma
automática y puntuar cada frases del documento. En (Wong et al.,
2008), se realiza la generación de resúmenes utilizando métodos de
aprendizaje automático supervisados (utilizando Support Vector Ma-
chines (SVM)) y semi supervisados (combinando SVM con clasifi-
cadores Näıve Bayes). Las caracteŕısticas utilizadas se agrupan en
distintos tipos e incluyen, entre otras, la longitud de la frase, la fre-
cuencia de las palabras, o la similitud entre las frases.

• Métodos para generar resúmenes de tareas concretas.

En los últimos años, los resúmenes multi-documento y orientados a
usuarios están cobrando especial importancia, puesto que Internet
se está convirtiendo en una fuente de conocimiento muy utilizada
por todos los usuarios, dónde acuden cuando necesitan encontrar
algún tipo de información espećıfica, generalmente utilizando algún
motor de búsqueda existente. Por tanto, debido a la gran cantidad
de información que podemos encontrar en la web, lo que algunos
sistemas de resúmenes intentan es ayudar en cierta medida, a los
usuarios, facilitándoles el trabajo de tener que navegar documento
por documento hasta encontrar la información concreta que bus-
can, y proporcionando un breve resumen informativo, que permita
al lector ahorrar tiempo en leer la gran cantidad de información re-
cuperada, teniendo sólo que echar un vistazo a los resúmenes, en
vez de a los documentos completos. Tal es el caso de los sistemas
SWEeT (Steinberger et al., 2008) y el descrito en (Yang & Liu,
2008) que tienen su punto de partida en los documentos devueltos
por un motor de búsqueda, y a partir de dicho conjunto de documen-
tos, realizan los resúmenes sobre cada uno de ellos (resumen mono-

1 http://www.wikipedia.org
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documento) o sobre clusters (resumen multi-documento), utilizando
diversas técnicas, como Latent Semantic Analysis en el primer caso,
y grafos semánticos en el segundo, para identificar aśı, la relevan-
cia de cada frase. Otras aproximaciones de sistemas basadas en la
web, como la versión mejorada de NetSum (Svore et al., 2008), pro-
ducen resúmenes muy cortos a partir de documentos de noticias pe-
riod́ısticas, con el objetivo de extraer la información más destacada
del texto (highlights).

En lo que respecta a resúmenes orientados a usuario, en (Dı́az &
Gervás, 2007) se plantea un sistema de resúmenes para el dominio
period́ıstico capaz de contener información relevante de acuerdo a un
perfil de usuario determinado. Para ello, se necesita tener primero un
modelo de usuario para un individuo con el fin de, posteriormente,
poder calcular la similitud entre cada una de las frases del documento
y dicho perfil de usuario. Podremos encontrar diferentes resúmenes
personalizados para un mismo usuario, dependiendo de la parte del
perfil del usuario que se tome como referencia. A veces, no quere-
mos que los resúmenes estén centrados en los usuarios, sino en temas
concretos. El sistema QCS (Dunlavy et al., 2007) es un sistema com-
plejo que integra tareas de recuperación de información, agrupación
y resúmenes de textos. Centrándonos en la tarea de resúmenes, que
es la que nos interesa, el sistema presentado realiza primero un re-
sumen de cada documento recuperado, y a partir del conjunto de
resúmenes generados para cada grupo de documentos relacionados,
se realiza el resumen de todo el cluster.

Por otro lado, la generación de resúmenes que contengan solamente
información novedosa o más actual respecto a un tema (conocidos
en inglés como update summaries) es también un reto dentro de la
tarea de resúmenes. La idea que se persigue es generar resúmenes,
pero teniendo en cuenta que los lectores de los mismos tienen un
conocimiento previo sobre dicho tema, y por tanto sólo desean cono-
cer los acontecimientos más recientes y no una visión general de dicho
tema. Por ejemplo, ante un tema de actualidad como puede ser el
brote de gripe aviar, si conocemos información acerca del tema, posi-
blemente no nos interese conocer las causas, ni las v́ıas de contagio
puesto que ya lo sabremos, sino que si queremos estar actualiza-
dos, posiblemente sea más útil tener un sistema de resúmenes que
nos proporcione diariamente el número de nuevos casos afectados en
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cada páıs. Un ejemplo de sistema que se basa en esta idea lo podemos
encontrar en (Sweeney et al., 2008), en el que las frases que contienen
novedades se determinan calculando la similitud entre las frases que
ya forman parte del resumen y las posibles frases candidatas, y esco-
giendo las que menos similitud tengan. En cambio, en (Witte et al.,
2007) y (Bellemare et al., 2008), este tipo de resúmenes se generan a
partir de grafos de clusters que se basan en el contexto del conjunto
de documentos de los que queremos obtener el resumen. Es decir, se
propone un método para determinar el ránking de las oraciones de
los documentos en base a la cantidad de vocabulario común entre las
frases pertenecientes a los clusters y el contexto, de tal forma, que
finalmente se seleccionan las frases dependiendo de su posición en
dicho ránking. En (Li et al., 2008), se propone el concepto de “his-
toria”, que hace referencia a aquellos documentos que el lector ya
conoce. Además, se introducen métricas para filtrar frases mediante
medidas de similitud, tales como el coseno, que evitan incorporar
al resumen aquellas frases que guardan cierta similitud con alguna
frase contenida en el histórico de documentos.

Otra aplicación de la tarea de resúmenes es generar resúmenes
biográficos a partir de un conjunto de documentos referentes a una
persona (Zhou et al., 2004). La idea subyacente es producir pequeños
resúmenes que contengan aspectos relevantes sobre una determi-
nada persona, por ejemplo respondiendo a preguntas como “¿Quién
es Barack Obama?”. En el sistema mencionado, para lograr esta
tarea se utilizaron diversas técnicas de aprendizaje automático (redes
bayesianas, SVM y árboles de decisión) para clasificar las oraciones
y determinar cuáles eran las más apropiadas para formar parte del
resumen, eliminando la información redundante en una etapa poste-
rior. Otro sistema muy parecido para generar resúmenes biográficos
lo encontramos en (Biadsy et al., 2008), que está basado, al igual que
el anterior, en algoritmos de aprendizaje automático. La diferencia
entre ambos radica en que en este caso se utiliza un clasificador bi-
nario para decidir si una frase es de tipo biográfica o no, y además
se utiliza la Wikipedia como corpus.

Por otro lado, aunque el dominio que más se ha utilizado para
generar resúmenes ha sido el dominio period́ıstico (Nenkova et al.,
2005), (Nenkova, 2005), el cient́ıfico (Jaoua & Hamadou, 2003),
(Teufel & Moens, 2002) o incluso podemos encontrar algunos tra-
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bajos relacionados con el dominio legal (Saravanan et al., 2006),
(Cesarano et al., 2007), algunos sistemas realizan resúmenes sobre
documentos que pertenecen al dominio literario, ya se trate de relatos
breves (Kazantseva, 2006) o de libros. En (Mihalcea & Ceylan, 2007)
se exponen los problemas derivados al intentar producir resúmenes
de libros. Se proponen, además, varias técnicas que pueden ser útiles
para resumir este tipo de documentos, tomando como referencia
el sistema MEAD (Radev et al., 2001), con algunos cambios para
adaptarlo a la generación de resúmenes de documentos con mayor
extensión.

Recientemente, una de las aplicaciones de la tarea de generación de
resúmenes es combinar esta tarea con la de mineŕıa de opiniones
(también conocida como Opinion Mining) para producir resúmenes
subjetivos orientados a opiniones, y por tanto expresen sentimien-
tos o argumentos a favor o en contra de un determinado producto,
lugar, persona, etc. En lo que respecta a este tipo de resúmenes,
primero se deben detectar qué frases expresan opiniones y determi-
nar el carácter de la opinión, es decir, si dicha opinión está a favor o
en contra de algo. Una vez que las opiniones han sido clasificadas y
agrupadas, habrá que construir el resumen. Algunos de los sistemas
que participaron en la tarea piloto del TAC 20082 (Opinion Sum-
marization Pilot task) segúıan estos pasos (Conroy & Schlesinger,
2008), (He et al., 2008a), (Balahur et al., 2008) o (Bossard et al.,
2008). Por otro lado, fuera del ámbito de la competición también
podemos encontrar enfoques interesantes para abordar esta tarea.
Por ejemplo, en (Beineke et al., 2004) se propone un sistema con
una filosof́ıa similar, en el que una vez identificados los fragmentos
de texto que expresan opiniones, se utilizan técnicas de aprendizaje
automático para seleccionar las frases que pertenecerán al resumen.
De manera similar, en (Zhuang et al., 2006) se identifican las pala-
bras que expresan opinión y el tipo de las mismas (bien expresando
una opinión positiva o negativa), para componer posteriormente el
resumen, pero orientado solamente a reseñas de peĺıculas de cine.
Generalmente, las opiniones que se encuentran en la web vienen
acompañadas muchas veces de ı́ndices numéricos que representan el
grado de satisfacción de un usuario ante un determinado producto o
servicio. En (Titov & McDonald, 2008) se propone un modelo (Multi-

2 Text Analysis Conference: www.nist.gov/tac/
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Aspect Sentiment Model) para identificar el carácter de las opiniones
expresadas en dicho formato y poder extraer los fragmentos de textos
correspondientes para generar automáticamente un resumen.

A.5.2 Evaluación de resúmenes

Los métodos para evaluar cualquier tarea basada en TLH se pueden
clasificar en dos grandes grupos: métodos intŕınsecos y extŕınsecos
(Spärck Jones & Galliers, 1996). Concretamente, aplicados a la tarea
de generación de resúmenes, los métodos intŕınsecos evalúan el re-
sumen en śı, atendiendo al contenido del mismo. En cambio, los
extŕınsecos se centran en evaluar cómo de buenos son los resúmenes
generados, para poder cumplir el cometido de otra tarea externa, como
por ejemplo tareas de recuperación de información. En lo que respecta
a la evaluación intŕınseca (que es en la que nos centraremos en esta
sección), existen varios métodos que pueden ser útiles a la hora de
evaluar un resumen automático. Según (Mani, 2001a), dentro de los
métodos intŕınsecos, se puede hacer una subclasificación entre evaluar
la calidad del resumen, y realizar, aśı, una evaluación cualitativa, o bien
evaluar el grado de información que contiene (informativeness), y por
lo tanto realizar una evaluación cuantitativa. Además, se puede evaluar
también el grado de similitud respecto al documento o los documen-
tos origen, para determinar si el resumen cubre los mismos conceptos
relevantes que el documento fuente. El problema de este método es
cómo determinar la importancia de los conceptos en los documentos
fuentes. Sin embargo, a pesar de existir diferentes metodoloǵıas para
llevar a cabo una evaluación intŕınseca, la más común es evaluar la
información del resumen, comparando el contenido del mismo frente a
un conjunto de resúmenes elaborados por humanos que se toman como
referencia.

Para lograr esta tarea, se han propuesto varios métodos y se han
desarrollado varias herramientas a lo largo de estos años. Sin embargo,
debido a la subjetividad inherente que presenta la tarea de generación
de resúmenes, no se puede establecer de forma objetiva un resumen de
referencia que sirva como modelo (gold standard), puesto que podemos
encontrar para un mismo documento, diferentes resúmenes igual de
válidos. Distintas personas pueden variar en sus opiniones acerca de
lo bueno que puede ser un resumen, y además un resumen depende
mucho de la finalidad que se pretenda conseguir.
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Una de las herramientas más conocidas y usadas para la evaluación
automática de resúmenes es ROUGE (Lin, 2004). Esta herramienta3

permite obtener los valores de precisión, cobertura y medida-F para
un resumen generado automáticamente, siempre y cuando tengamos
disponible al menos, un resumen de referencia (escrito por un humano).
La idea subyacente es que los textos con un significado similar, deben
contener palabras o frases comunes. ROUGE se basa en la comparación
de n-gramas entre ambos resúmenes, y para ello se establecen diferentes
tipos de n-gramas, como unigramas (ROUGE-1), bigramas (ROUGE-
2), subsecuencia común más larga (ROUGE-L), etc., siendo ROUGE-1
y ROUGE-2 las más utilizadas.

Otra herramienta similar, pero que permite una mayor flexibilidad
es Basic Elements (Hovy et al., 2006), cuya idea se basa en segmentar
una frase en unidades de contenido mı́nimo, definiendo tripletas for-
madas por un elemento principal (head), un modificador (modifier) y
la relación (relation) entre ambos elementos. Su objetivo es permitir
mayor flexibilidad a la hora de identificar expresiones comunes entre
un resumen automático y su correspondiente conjunto de resúmenes
de referencia.

AutoSummENG (Giannakopoulos et al., 2008b) es otra herramienta
desarrollada para evaluar resúmenes de forma automática. El método
usado para esta herramienta difiere de los anteriores principalmente
en tres aspectos: (1) el tipo de información estad́ıstica extráıdo; (2)
la representación escogida para dicha información; y (3) la manera de
calcular la similitud entre resúmenes. La comparación entre resúmenes
manuales y automáticos se realiza a partir de grafos de n-gramas de
caracteres. Una vez construidos estos grafos, se lleva a cabo la com-
paración entre ambas representaciones para poder establecer el grado
de similitud entre ambos.

Por otra parte, también podemos encontrar diversas metodoloǵıas
de evaluación para idiomas distintos del inglés, como por ejemplo para
el chino. Tal es el caso de HowNet4, que es una base de conocimiento
para el inglés y el chino, y se diferencia de otros recursos similares,
como WordNet5 en la manera que se establecen las relaciones entre

3 Recall-Oriented Understudy for Gisting Evaluation :
http://haydn.isi.edu/ROUGE/

4 http://www.keenage.com
5 http://wordnet.princeton.edu/
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las palabras que forman el recurso. Además, HowNet proporciona más
información para cada uno de los conceptos, asociando a cada uno
de ellos una definición y relaciones con otros conceptos de forma no
ambigua. Este recurso ha sido muy usado para el chino en diferentes
tareas basadas en TLH. Por ejemplo, en (Wang et al., 2008) se propone
un método para evaluar resúmenes de forma automática haciendo uso
de este recurso, donde además de calcular la similitud entre pares de
resúmenes en base a la co-ocurrencia de n-gramas, se tienen en cuenta
también las palabras que guardan alguna relación de sinonimia entre
ellas.

A.6 La herramienta de resúmenes COMPENDIUM

compendium es nuestra contribución para la tarea de generación
automática de resúmenes de textos. Se trata de una herramienta
que es capaz de producir distintos tipos de resúmenes. compendium

puede recibir uno o más documentos como entrada (mono- o multi-
documento) y puede producir como salida resúmenes genéricos, orien-
tados a un tema en concreto o resúmenes subjetivos. El objetivo de
los resúmenes generados es que proporcionen al usuario las ideas más
importantes de los correspondientes documentos fuente, y por lo tanto
los resúmenes generados se pretende que sean informativos. En cuanto
a la forma de construir dichos resúmenes, podemos generar resúmenes
extractivos o bien combinar técnicas extractivas con abstractivas para
generar resúmenes orientados a abstractos. Finalmente, es importante
destacar el hecho de que, por el momento, compendium ha sido de-
sarrollado y evaluado sólo para el inglés, lo cual no quita que no se
pueda extender y probar para otros idiomas, como el castellano.

El proceso de generación de resúmenes se basa en una perspec-
tiva cognitiva (Van Dijk, 1980), (Van Dijk & Kintsch, 1983), pero
también aporta una componente computacional (Hovy, 2005) que per-
mite su automatización. La arquitectura que se propone para com-

pendium consta de dos tipos de etapas. Por un lado, el núcleo de
la herramienta está formado por cinco etapas cuyo resultado serán
resúmenes genéricos extractivos. Por otro lado, se proponen una serie
de etapas adicionales, con el objetivo de incrementar las funciona-
lidades de compendium, y que se encargarán de producir tipos de
resúmenes concretos, como por ejemplo resúmenes subjetivos.
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La figura A.1 muestra la arquitectura general de compendium,
dónde la parte central representa el núcleo de la herramienta, mientras
que los procesos enmarcados en rectángulos con bordes discontinuos
se refieren a las etapas adicionales.
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Fig. A.1. Arquitectura general de compendium.

A continuación se hace una distinción entre las etapas que integran
el núcleo de la herramienta y las que se consideran adicionales, y se
explica con detenimiento cada una de ellas:

A.6.1 Núcleo de COMPENDIUM

Las etapas que forman el núcleo central de compendium son: i)
análisis lingǘıstico; ii) detección de redundancia; iii) identificación del
tópico; iv) detección de relevancia; y v) generación del resumen.

Análisis lingǘıstico. En esta etapa se realiza un preprocesado básico
del texto o de los textos de entrada utilizando recursos existentes de
TLH, que consiste en:
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• Segmentación de oraciones. El texto de entrada se segmenta en
oraciones6, ya que esta es la unidad que vamos a considerar para
generar el resumen.

• Segmentar en tokens. Además de segmentar el texto de entrada
en frases, también debemos segmentarlo en tokens7 para poder luego
calcular la frecuencia de aparición de cada uno, o bien distinguir si
se trata de una stop word o no.

• Realizar stemming. Este proceso nos permitirá obtener la ráız de
una palabra8.

• Identificación de stop words. Este proceso nos permitirá descar-
tar palabras como art́ıculos, preposiciones, conjunciones, etc, que no
son necesarias para determinar la relevancia de una oración en el
texto. Para poder identificar correctamente las stop words de un do-
cumento, nos basamos en una lista predefinida de stop words para
el inglés9.

Detección de redundancia. El objetivo de esta fase es detectar
y eliminar la información redundante de un documento, para evitar
aśı que el resumen contenga información repetida. Para lograr este
objetivo, nos basamos en un módulo de reconocimiento de la impli-
cación textual (TE) (Ferrández, 2009), que nos indicará, dadas dos
oraciones si una se puede deducir de la otra. Este sistema se basa
en el cómputo de un conjunto de medidas léxicas (como por ejem-
plo, distancia de Leveshtein, SmithWaterman, similitud del coseno) y
semánticas basadas en WordNet 3.0 10, aplicando un clasificador SVM
con el objetivo de tomar la decisión final.

La idea principal que sostiene el uso de la implicación textual en
tareas automáticas de resúmenes siguiendo el enfoque propuesto, re-
side en conseguir un conjunto preliminar de oraciones formado por
aquéllas que no tienen relación de implicación con ninguna otra frase

6 Para lograr esto, se utiliza la siguiente herramienta:
http://duc.nist.gov/duc2004/software/duc2003.breakSent.tar.gz

7 Para esto, utilizamos la herramienta Word Splitter :
http://cogcomp.cs.illinois.edu/page/tools view/8

8 Utilizamos la herramienta The Porter Stemmer : http://tartarus.org/ mar-
tin/PorterStemmer/

9 http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-
list/english.stop

10 http://wordnet.princeton.edu/
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del documento. La identificación de dichas relaciones de implicación
ayudan a que el resumen final contenga la menor redundancia posible.

Identificación del tópico. A pesar de que la técnica basada en el
cálculo de las frecuencias de las palabras fue de las primeras en uti-
lizarse para generar resúmenes de forma automática (Luhn, 1958),
todav́ıa se sigue utilizando, ya que es una técnica sencilla de aplicar
que obtiene muy buenos resultados.

Por lo tanto, usamos la frecuencia de las palabras (TF) para obtener
el tema o temas principales de un documento, de tal manera que las
palabras con mayor frecuencia en un documento (sin tener en cuenta
las stop words, que han sido previamente eliminadas) indican cuáles
son los conceptos más importantes del mismo.

Detección de relevancia. Esta etapa se encarga de asignar un peso
a cada oración del documento, en función de su relevancia. Este peso
se calcula combinando la frecuencia de cada término obtenido en la
etapa anterior con el Principio de la Cantidad de Codificación (CQP)
(Givón, 1990).

Este principio es de origen lingǘıstico y establece que mientras
menos predecible (o más importante) es la información, más promi-
nente, más evidente y larga será el medio de codificación que la re-
presente. Esto significa que un elemento encargado de presentar una
determinada información en un texto, recibirá una codificación que
será más o menos larga, en función del grado de relevancia que tenga
dicha información en el texto. En otras palabras, si la información es
más importante, entonces recibirá una cantidad de codificación mayor,
con lo que se codificará con mayor peso léxico. En cambio, si se trata
de información menos importante, ésta se codificará con menor peso
léxico. En (Ji, 2007), se ha demostrado que este principio se cumple
en textos escritos y además, está directamente relacionado con otro
principio de carácter cognoscitivo, que es el Principio de la cantidad,
la atención y la memoria (Givón, 1990), cuyas premisas son: (1) la
codificación más prominente y distinta atraerá más la atención del re-
ceptor, y (2) la información que atrae más la atención se memoriza,
almacena y recupera de forma más eficiente.

Por todas estas razones, incluimos este principio para detectar
información relevante en nuestra propuesta. Como unidad de codifi-
cación, decidimos seleccionar los sintagmas nominales, puesto que son
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capaces de contener más o menos información según lo que se quiera
transmitir, al poder incorporar modificadores (determinantes, adje-
tivos, nombres, o incluso cláusulas de relativo) que permiten aclarar
y dar más información sobre un determinado sustantivo. Otro motivo
para considerar los sintagmas nominales lo encontramos en el análisis
realizado en (Mittal et al., 1999), donde se demostró que, en términos
medios, la longitud de los sintagmas nominales de las oraciones que
forman parte de un resumen es más del doble que las oraciones que no
son seleccionadas para formar parte del resumen final.

Nuestra hipótesis de trabajo al utilizar este principio es que las ora-
ciones que contengan sintagmas nominales más largos y que se com-
pongan de palabras más frecuentes, harán que dichas frases reciban
mayor peso para ser seleccionadas y formar parte del resumen final.

Para identificar los sintagmas nominales de una frase, utilizamos
la herramienta BaseNP Chunker11. Esta herramienta, como cualquier
otra herramienta de PLN, tiene errores, pero su rendimiento es bas-
tante bueno, alcanzando valores de precisión y cobertura del 93% para
sintagmas nominales simples, y 88% para los sintagmas nominales más
complejos (Ramshaw & Marcus, 1995). Una vez que ya tenemos los
sintagmas nominales identificados en las frases de los documentos, las
frases serán clasificadas en función de un ránking obtenido mediante
la fórmula A.1.

rsi
=

1

#NPi

∑

w∈NP

|tfw| (A.1)

donde:
rsi

= representa la relevancia de la oración i,
#NPi = número de sintagmas nominales que la oración i contiene,
tfw = frecuencia de la palabra w que pertenece al sintagma nomi-

nal.

Generación del resumen. El objetivo de esta fase es generar un
resumen de una determinada longitud. Dicha longitud puede estar ex-
presada en número de palabras, o bien en forma de tasa de compresión
respecto al documento fuente.

11 Esta herramienta se encuentra disponible en:
ftp://ftp.cis.upenn.edu/pub/chunker/
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Podemos distinguir entre cuatro tipos de resúmenes que se pueden
generar en esta fase: 1) resúmenes genéricos; 2) resúmenes orientados
a un tópico; 3) resúmenes subjetivos; y 4) resúmenes orientados a
abstractos. A continuación se explica brevemente cómo se genera cada
uno de estos resúmenes.

1. Resúmenes genéricos (COMPENDIUME). Una vez calculada la
relevancia de cada frase de los documentos, las frases cuyo valor
de relevancia sea mayor serán seleccionadas para pertenecer al re-
sumen final hasta alcanzar la longitud de resumen deseada.

2. Resúmenes orientados a un tópico (COMPENDIUMQE). Para
generar este tipo de resúmenes, tenemos que tener en cuenta,
además de la etapa de detección de redundancia, la etapa de si-
militud con la pregunta, que se explicará posteriormente. Una vez
obtenidos estos dos valores, se combinarán mediante la fórmula
A.2), donde β puede obtener valores que oscilen entre 0 y 1, de-
pendiendo de si se quiere dar más importancia a la relevancia de
la frase o a la similitud con la pregunta.

Scsi
= (1 + β2)

rsi
∗ qSimsi

β2 ∗ rsi
+ qSimsi

(A.2)

donde:
Scsi

= es el valor final para la frase i,
rsi

= es la relevancia de la frase i,
qSimsi

= es la similitud entre la pregunta (o tópico) y la frase i.

Las frases que obtengan mayor puntuación serán las que seleccio-
nen para formar el resumen final.

3. Resúmenes subjetivos (COMPENDIUMSE). La particularidad
de este tipo de resúmenes es que sólo contienen información sub-
jetiva que ha sido identificada en la etapa de detección de infor-
mación subjetiva, que se comentará más adelante.

4. Resúmenes orientados a abstractos (COMPENDIUME−A).
Para generar este tipo de resúmenes, combinamos información ex-
tractiva y abstractiva. Una vez generada la información abstractiva
mediante la etapa compresión y fusión de información, la estrate-
gia que seguiremos para seleccionar qué frases se incluirán en el
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resumen final, será calcular la similitud entre la nuevas frases ge-
neradas y las frases del extracto inicial. Para ello, determinaremos
un umbral de similitud y en los casos que se supere, las frases ex-
tractivas se sustituirán por las abstractivas equivalentes; en otro
caso, nos quedaremos con la frase extractiva original.

A.6.2 Etapas adicionales

Además del núcleo del sistema, tenemos tres etapas adicionales, que
permiten generar distintos tipos de resúmenes. Estas etapas se descri-
ben a continuación.

Similitud con la pregunta. Para determinar qué frases están rela-
cionadas con una pregunta o tópico en concreto, calculamos la similitud
(usando la medida del coseno12), de acuerdo a la fórmula A.3:

qSimsi
= SimilitudCoseno(Si, Query) (A.3)

donde:
qSimsi

= es la similitud entre en la pregunta (Query) y la frase i.

Detección de información subjetiva. Esta etapa sirve para de-
tectar y clasificar la información subjetiva de un documento, y tiene
lugar antes de que se calcule la relevancia de una oración. Para ello, se
necesita una herramienta que permita realizar dicho análisis subjetivo,
y que permita clasificar una frase como positiva, negativa o neutra.
En concreto, compendium usa la herramienta de mineŕıa de opinio-
nes propuesta en (Balahur-Dobrescu et al., 2009). Esta herramienta
asigna a cada frase, uno de estos tres valores: i) valor > 0, si la frase
es positiva; ii) valor < 0, si la frase es negativa; y iii) valor = 0, si
la frase es neutra. Una vez realizado este proceso, solamente las frases
positivas o negativas se seleccionarán para las siguientes etapas.

Compresión y fusión de información. En esta etapa se utilizan
grafos de palabras para obtener una versión comprimida de una frase
más larga, o bien una nueva frase que contiene información de varias
frases.

12 Disponible en la herramienta Text Similarity :
http://www.d.umn.edu/ tpederse/text-similarity.html
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Para trabajar con grafos de palabras seguimos un enfoque simi-
lar al que se propone en (Filippova, 2010). La idea subyacente al uso
de grafos de palabras es que un texto se puede representar como un
conjunto de vértices y aristas, donde los vértices son las palabras del
documento y las aristas son las relaciones de adyacencia entre palabras.
Concretamente, nosotros utilizamos un grafo dirigido pesado, en el que
el peso de las aristas representa la inversa de la frecuencia de aparición
de dos palabras en el texto, teniendo en cuenta también la importancia
de los nodos que una dichas palabras, mediante el algoritmo Pagerank
(Brin & Page, 1998). Una vez representado el texto, obtendremos los
caminos más cortos entre los distintos nodos utilizando el algoritmo de
Dijkstra. Puesto que de estos caminos, se pueden obtener frases que
no estén completas o que no sean correctas, filtraremos los caminos
incorrectos, en base a tres reglas: i) la oración debe contener al menos
tres palabras; ii) la oración debe contener un verbo; iii) y la oración no
puede acabar en un art́ıculo, preposición, conjunción o part́ıcula inte-
rrogativa. Una vez que se han filtrado las frases incorrectas, podemos
combinar esas nuevas frases con las del extracto original generado. En
este punto, es importante destacar que la etapa de compresión y fusión
de información se realiza una vez generada la versión extractiva del
resumen genérico con compendium. La razón es que, de esta manera,
nos aseguramos que el resumen contenga la información más impor-
tante del documento, y además, intentamos comprimir y combinar esa
información para que el resumen final no sea solamente un conjunto
de frases concatenadas.

A.7 Evaluación de COMPENDIUM

Para evaluar compendium utilizamos varios corpus de datos de dife-
rentes tipos y dominios para generar los resúmenes correspondientes.
Además empleamos la herramienta ROUGE13 con distintas métricas
para evaluar la información contenida en los resúmenes, para aquellos
casos que dispongamos de resúmenes modelo. Para los casos en los que
estos resúmenes no estén disponible se llevará a cabo una evaluación
manual de la calidad de los resúmenes, o incluso, en algunos tipos de
resúmenes, se realizará un estudio de la satisfacción del usuario.

13 http://berouge.com/default.aspx



A.7 Evaluación de COMPENDIUM 201

A continuación vamos a mostrar para cada corpus de datos evalua-
dos, los resultados obtenidos, junto a una discusión de los mismos.

• Noticias period́ısticas. Se trata de varios conjuntos de noti-
cias de diferentes periódicos con sus correspondientes resúmenes
modelo, que se usaron en las competiciones DUC14 durante los
años 2002, 2003 y 2004. Estos documentos nos permitirán evaluar
compendiumE para la generación de resúmenes genéricos mono- y
multi-documento.

El cuadro A.1 muestra los resultados obtenidos para compendiumE .
Como se observa, los resúmenes mono-documento obtienen mejores
resultados (45% para ROUGE-1) que los multi-documento (30% de
media). Esta diferencia puede ser debida a que para la generación de
resúmenes multi-documento no se emplea ninguna técnica espećıfica,
sino que se consideran todos los documentos como uno solo.

Mono-documento Multi-documento

DUC 2002

ROUGE-1 0,45611 0,30137

ROUGE-2 0,20252 0,05327

ROUGE-L 0,41382 0,26373

DUC 2003

ROUGE-1 - 0,28977

ROUGE-2 - 0,05481

ROUGE-L - 0,25399

DUC 2004

ROUGE-1 - 0,31091

ROUGE-2 - 0,06316

ROUGE-L - 0,27633

Cuadro A.1. Resultados de compendiumE para mono- y multi-documento para
el dominio period́ıstico (medida Fβ=1).

Comparando estos resultados con los obtenidos por el mejor sistema
que participó en las diferentes ediciones de las conferencias DUC,
obtenemos que compendiumE obtiene mejores resultados que el
mejor sistema para mono-documento (con un incremento del 8%).
Sin embargo, no sucede lo mismo para el caso multi-documento,
obteniendo resultados ligeramente inferiores. Como ya comentamos
antes, esto puede suceder a que no estamos abordando la generación

14 http://www-nlpir.nist.gov/projects/duc/data.html
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de resúmenes multi-documento de la manera más apropiada, ya que
este tipo de resúmenes pueden requerir un procesamiento más es-
pećıfico.

• Descripciones de imágenes. Este corpus (Aker & Gaizauskas,
2010b) contiene 308 imágenes que representan a diferentes lugares.
Cada imagen tiene asociada 10 documentos recuperados de In-
ternet que guardan relación con la imagen en cuestión. También
disponemos de resúmenes manuales (hasta cuatro para cada uno
de los lugares). Utilizando este corpus compararemos las versiones
genéricas y orientadas a tópico de compendium (compendiumE y
compendiumQE , respectivamente).

Los resultados se muestran en el cuadro A.2. De estos resultados
se puede concluir que los resúmenes orientados a un tópico son más
apropiados en este caso que los resúmenes genéricos, ya que los resul-
tados para compendiumQE mejoran en un 4% y además esta mejora
es estad́ısticamente significativa (test de Wilcoxon). Sin embargo, ve-
mos que los resultados no mejoran los obtenidos utilizando las 200
primeras palabras de la Wikipedia como resumen. Esto se debe a
que estos resúmenes considerados como baseline son dif́ıciles de su-
perar, debido principalmente a que estos art́ıculos han sido creados
por humanos, y además em las primeras ĺıneas la información que
contienen está directamente relacionada con el tópico.

ROUGE-2 ROUGE-SU4

Baseline Wikipedia 0,09632 0,14203

compendiumE 0,08551 0,13371

compendiumQE 0,08864 0,13892

Cuadro A.2. Comparación de compendiumE y compendiumQE en el dominio
de descripciones de imágenes (valor para la cobertura).

• Blogs. Este corpus nos servirá para generar resúmenes subjetivos
(compendiumSE), puesto que consiste en 51 blogs extráıdos direc-
tamente de Internet, sobre varios temas (economı́a, cocina, deportes,
ciencia y tecnoloǵıa o sociedad). De este corpus nos interesarán los
comentarios asociados a cada blog, a partir de los cuales, generare-
mos el resumen. Al no disponer de resúmenes modelo, la evaluación
que llevamos a cabo consistió en evaluar de manera manual los
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resúmenes generados en base a los siguientes criterios: redundan-
cia, corrección gramatical, foco y dificultad. Para cada uno de estos
criterios se estableció una escala de tres valores (aceptable, legible y
no aceptable; o bien, alta, media o baja, para el caso de la dificul-
tad). A continuación se muestran los resultados obtenidos (Cuadro
A.3).

Ratio de compresión

Criterio % 10% 15% 20%

Redundancia

No aceptable 26 0 4

Legible 45 6 10

Aceptable 29 94 86

Correc. gramatical

No aceptable 4 2 0

Legible 22 27 55

Aceptable 74 71 45

Foco

No aceptable 33 26 14

Legible 43 29 47

Aceptable 24 45 39

Dificultad

Alta 35 18 8

Media 28 35 51

Baja 37 51 41

Cuadro A.3. Resultados para compendiumSE .

De los resultados es importante destacar que, en ĺıneas generales,
los resúmenes de tamaño 15% o 20% del documento original ob-
tienen mejores resultados. Por otro lado, obtenemos que el número
de resúmenes que han sido evaluados como aceptables oscila entre el
45% al 74%. En general los resultados son bastante prometedores,
a pesar de la dificultad de la tarea. Esta dificultad radica en que la
mayoŕıa de los blogs y los comentarios asociados contienen mucha
información ruidosa, que afecta directamente a los resúmenes y es
muy dif́ıcil de filtrar automáticamente, debido a que no hay una
estructura uniforme. Aśı, encontramos en el propio corpus errores
ortográficos y gramaticales (“I thikn”) o frases que no aportan nada
al resumen (“welcome back!!!”).

• Art́ıculos cient́ıficos del dominio médico. Este corpus con-
tiene 50 art́ıculos cient́ıficos. Cada art́ıculo incluye un resumen
generado por el autor o los autores del mismo (abstracto), que
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utilizaremos como resumen modelo. Este corpus nos servirá para
evaluar los resúmenes orientados a abstractos generados usando
compendiumE−A y compararlos con los obtenidos con la versión
extractiva (compendiumE).

En este caso realizamos tres tipos de evaluación diferentes. Primero
evaluamos los resúmenes comparándolos con el abstracto original
(cuadro A.4); después, evaluamos si los resúmenes contienen los
tópicos adecuados, teniendo en cuenta las palabras claves asociadas
a cada art́ıculo (cuadro A.5); y finalmente realizamos un estudio de
la satisfacción del usuario con respecto a los resúmenes generados
con compendium (cuadro A.6). Para este estudio, se propusieron
tres preguntas en concreto:

– P1: El resumen proporcionado refleja los contenidos mas impor-
tantes del documento.

– P2: El resumen proporcionado permite al lector saber de que trata
el texto.

– P3: Despues de haber léıdo el resumen hecho por humanos, el
resumen alternativo proporcionado (el que estás evaluando) es
también válido.

Cobertura Precisión Fβ=1

compendiumE 0,44022 0,40525 0,42201

compendiumE−A 0,38658 0,41809* 0,39533

Cuadro A.4. Resultados obtenidos por compendiumE−A y su comparación con
compendiumE .

De los resultados obtenidos con ROUGE, podemos observar que los
resúmenes orientados a abstractos obtienen mejor precisión (los re-
sultados con asteriscos indican que la mejora es estad́ısticamente
significativa) que los extractos puros. Esto nos indica que el método
para comprimir y fusionar frases es adecuado. Sin embargo, el valor
de la cobertura es inferior, y por lo tanto, el valor final para Fβ=1

se ve también afectado. Esto se debe a que el resumen orientado a
abstractos se genera a partir del resumen extractivo, por lo que al
comprimir y fusionar frases, podemos estar perdiendo algo de infor-
mación.
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% Topicos correctos

< 25% < 50% < 75% 75-100%

compendiumE 5% 12,5% 47,5% 35%

compendiumE−A 7,5% 17,5% 42,5% 32,5%

Cuadro A.5. Porcentaje de tópicos clave inclúıdos en los resúmenes.

En cuanto a los tópicos identificados en los resúmenes, un número
considerable de resúmenes reflejan, por lo menos la mitad de los
tópicos clave (82,5% y 75%, para los resúmenes generados con
compendiumE y compendiumE−A, respectivamente). Un aspecto
que debemos tener en cuenta es que los resúmenes generados con
compendium en este caso son genéricos, lo que puede influir en que
no aparezcan todos los tópicos que el autor del art́ıculo ha conside-
rado como clave.

% P1 P2 P3

1. Totalmente en desacuerdo
compendiumE 9,76 19,51 19,51

compendiumE−A 2,44 0 2,44

2. En desacuerdo
compendiumE 41,46 19,51 34,15

compendiumE−A 31,37 21,95 31,71

3. Ni de acuerdo ni en desacuerdo
compendiumE 24,39 29,27 26,83

compendiumE−A 21,95 29,27 26,83

4. De acuerdo
compendiumE 21,95 21,95 7,32

compendiumE−A 41,46 39,02 34,15

5. Totalmente de acuerdo
compendiumE 2,44 9,76 12,20

compendiumE−A 2,44 9,76 4,88

Cuadro A.6. Estudio de la satisfacción del usuario.

Finalmente, en el último análisis realizado, los usuarios muestran
mayor satisfacción hacia los resúmenes orientados a abstractos, como
se puede ver en el cuadro A.6, donde el porcentaje de resúmenes
orientados a abstractos con los que los usuarios están de acuerdo
para cada una de las preguntas (41,46%, 39,02% y 34,15%) es mayor
que el de los extractos.
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A.8 COMPENDIUM en aplicaciones de Tecnoloǵıas del
Lenguage Humano

Además de la evaluación intŕınseca de compendium, su integración
en otras aplicaciones de TLH sirve para evaluar también de forma
extŕınseca la herramienta. Concretamente, compendium se ha apli-
cado a tareas de mineŕıa de opiniones, búsqueda de respuestas y clasi-
ficación de textos. En todos los casos, el uso de resúmenes, y en par-
ticular, de compendium, es adecuado. Detallamos a continuación los
resultados más significativos que se han obtenido.

• Mineŕıa de opiniones.

En este caso concreto, aplicamos técnicas de generación de resúmenes
(compendium) a un sistema de generación de resúmenes subjetivos
que solamente se basa en técnicas de mineŕıa de opiniones. Este sis-
tema participó en la edición del TAC 2008, concretamente en la tarea
de Opinion Summarization15.

Los resultados obtenidos se muestran en el cuadro A.7. Se observa
que la aplicación de compendium a los enfoques propuestos iniciales
(Snippet-driven y Blog-driven) es muy beneficiosa, mejorando los
resultados iniciales en un 80% y un 70%, respectivamente.

Enfoque Cobertura Precisión Fβ=1

Mejor sistema del TAC - - 0,534

Segundo mejor sistema del TAC - - 0,490

Snippet-driven 0,592 0,272 0,357

Blog-driven 0,251 0,141 0,155

Snippet-driven+compendium 0,684 0,630 0,639

Blog-driven+compendium 0,292 0,282 0,262

Cuadro A.7. compendiumE en la tarea de Opinion Summarization (TAC 2008).

• Búsqueda de respuestas.

La finalidad que perseguimos al integrar compendium en un sistema
de búsqueda de respuestas que se basa en la Web es sustituir los snip-
pets devueltos por un motor de búsqueda (en concreto, Google) por

15 http://www.nist.gov/tac/2008/summarization/op.summ.08.guidelines.html
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resúmenes de textos de las páginas Web de dónde se han obtenido
dichos snippets. La motivación es intentar mejorar el rendimiento
de los sistemas de búsqueda de respuesta semánticos, es decir aque-
llos que se basan, por ejemplo, en roles semánticos para obtener la
respuesta correcta a una pregunta y cuyo principal problema viene
derivado de la falta de completitud de los snippets, que en su mayoŕıa
son fragmentos incompletos de texto.

A partir de un conjunto de 100 preguntas de distintos tipos (per-
sona, organización, lugar y tiempo), cuya respuesta se encontraba
en Internet, generamos resúmenes de texto usando compendium

(compendiumQE). La longitud para estos resúmenes era la misma
que para los snippets iniciales, puesto que lo que nos interesa es ver
si los resúmenes de texto mejoran el sistema de búsqueda de respues-
tas con respecto a los snippets. De los resultados obtenidos (cuadro
A.8), se concluye que la integración de compendium en un sistema
de búsqueda de respuestas semántico es adecuada, puesto que los
resultados mejoran en un 48% de media.

Tipo de pregunta

Name % persona organización temporal localidad Avg.

Pre 56,3 33,3 50,0 55,0 48,6

Snippets Rec 36,0 20,0 16,0 44,0 29,0

Fβ=1 43,9 25,0 24,2 48,9 35,5

Pre 68,8 77,8 80,0 65,2 72,9

compendiumQE Rec 44,0 28,0 48,0 60,0 45,0

Fβ=1 53,7 41,2 60,0 62,5 54,3

Cuadro A.8. Resultados de compendiumQE para un sistema de búsqueda de
respuestas basado en roles semánticos.

• Clasificación de textos.

La última tarea donde aplicamos compendium es en la de “rating
inference”. Esta tarea, que consiste en predecir automáticamente
la puntuación asociada a un documento (por ejemplo, una reseña),
es una tarea particular de la clasificación de textos. El objetivo es
analizar y estudiar si, mediante el uso de resúmenes de texto, se
pueden mejorar los resultados obtenidos usando el documento com-
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pleto. De esta manera, podremos decir que los resúmenes son capaces
de filtrar la información innecesaria.

Sobre un conjunto de 89 reseñas de bancos ingleses, generamos
distintos tipos de resúmenes con compendium (compendiumE ,
compendiumQE y compendiumSE) y extrajimos, tanto de los
resúmenes como del documento completo, la ráız de las palabras, su
categoŕıa morfológica y su polaridad usando el recurso SentiWord-
Net (Esuli & Sebastiani, 2006). Cada reseña teńıa una puntuación
asociada comprendida entre 1 y 5, siendo 1 el peor valor y 5, el mejor.
Es importante destacar que se trata de una tarea compleja, puesto
que tenemos cinco categoŕıas diferentes, y los ĺımites entre algunas
de ellas (sobre todo en los valores centrales, 2, 3 y 4) no están del
todo claros. Debido a este hecho, decidimos evaluar los resultados
en base al error cuadrático medio (MSE) que nos indica en cuánto
se ha equivocado el clasificador entre la clase predecida y la real.
El cuadro A.9, muestra los resultados obtenidos para el documento
completo y los distintos tipos de resúmenes.

Ratio de compresión

Doc. completo 10% 20% 30% 40% 50%

Reseña completa MSE 2,46 2,46 2,46 2,46 2,46

Método de resumen

compendiumE MSE 3,02 2,87 2,83 3,18 2,53

compendiumQE MSE 2,60 2,83 2,52 2,44 2,53

compendiumSE MSE 2,77 2,31 2,14 2,82 2,47

Cuadro A.9. Resultados (MSE) empleando la ráız de la palabra, su categoŕıa
morfológica y su polaridad basada en SentiWordNet como caracteŕısticas de entre-
namiento.

A pesar de que no existe una tendencia general por la que podamos
decir que los resúmenes funcionan mejor en todos los casos, si que
podemos observar que para algunos tamaños de resúmenes (20% y
30%) y para un tipo concreto de resúmenes, los resúmenes subje-
tivos (compendiumSE), el error cuadrático medio disminuye con
respecto a utilzar el documento completo (2,31 ó 2,14 vs. 2,46). Una
de las posibles razones por la que no se obtienen resultados muy
elevados, es por la propia complejidad de la tarea. Otra razón puede
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estar asociada a las caracteŕısticas seleccionadas o bien al tipo de
resúmenes generado. En este último caso, igual nos hubiera con-
venido más generar resúmenes subjetivos pero orientados a un tema
concreto, en vez de generar cada uno de los tipos por separado.

A.9 Conclusión y trabajo en progreso

Esta tesis se centra en el estudio de la tarea de generación automática
de resúmenes desde el punto de vista de las TLH. A continuación se
exponen las principales conclusiones y contribuciones que aporta esta
tesis, que se pueden resumir en los siguiente puntos:

• Análisis del estado de la cuestión en la tarea de generación
de resúmenes de textos.

De la revisión del estado de la cuestión en métodos para la generación
de resúmenes, se observan algunas tendencias para los próximos
años. Debido al crecimiento de la Web, y en particular, de la Web
2.0, la aparición y el aumento de distintos géneros textuales, como
por ejemplo, blogs, reseñas, foros, wikis, etc. hace que cada vez estos
nuevos tipos de textos cobren mayor relevancia en la sociedad. Por
tanto, es imprescindible que los sistemas de resúmenes sean capaces
de procesarlos correctamente. Además el uso de técnicas abstractivas
y multilingües serán fundamentales para poder tratar estos nuevos
tipos de textos, ya que habrá que combinar en un mismo resumen,
opiniones y declaraciones de distintos tipos de personas, fuentes,
idiomas, etc.

• Análisis del estado de la cuestión en lo que respecta a la
evaluación automática de resúmenes

La evaluación automática de resúmenes continúa siendo un reto en
la actualidad. A pesar de las distintas herramientas que se ha pro-
puesto a lo largo de todos estos años, el hecho de que la mayoŕıa
de ellas, sigan comparando el contenido de un resumen automático
con otro hecho por humanos (cuando los resúmenes generados por
humanos sobre un mismo documento son distintos) hace que todav́ıa
quede mucho por investigar en esta tarea. Si bien en los últimos años,
la investigación en este tema se ha centrado también en la evaluación
de otros aspectos más relacionados con la calidad del resumen, y no
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tanto en su contenido, proponiendo métodos automáticos para eva-
luar la corrección gramatical o la coherencia de un resumen, todav́ıa
se trata de investigaciones muy preliminares.

• Propuesta de métodos y técnicas novedosas para la
generación de resúmenes

En esta tesis se han propuesto y analizado diversos métodos y
técnicas novedosas para la generación de resúmenes. Una de ellas,
es el uso del reconocimiento de la implicación textual como método
para detectar y eliminar la redundancia de un documento. Otra, es
la utilización del principio de la cantidad de codificación para, junto
con la frecuencia de las palabras, identificar qué frases contienen in-
formación más importante. Finalmente, se ha estudiado un método
basado en grafos de palabras que permite combinar información ex-
tractiva y abstractiva, y que produce como resultado, resúmenes
orientados a abstractos.

• Propuesta y desarrollo de una herramienta de resúmenes
de textos: COMPENDIUM

Las técnicas propuestas anteriormente han servido de base para el
desarrollo de compendium, nuestra propuesta de herramienta de
resúmenes. Esta herramienta se compone de diferentes etapas y,
como ya se explicó anteriormente, es capaz de generar resúmenes
de distintos tipos y para distintos dominios.

En concreto, compendium es una herramienta de resúmenes mono-
lingüe (sólo produce resúmenes a partir de textos en inglés) y los
tipos de resúmenes que es capaz de generar son resúmenes mono y
multi-documento, en cuanto al tipo de entrada se refiere. En relación
a la finalidad que se pretende, los resúmenes son informativos, es de-
cir, contienen la información más importante del documento, de tal
manera que el usuario, solamente leyendo el resumen pueda disponer
de información básica sobre lo que trata el documento origen. Aten-
diendo también a la finalidad del resumen, compendium puede
generar resúmenes genéricos, orientados a un tema concreto y sub-
jetivos. Finalmente, en relación al tipo de salida, los resúmenes son
extractos u orientados a abstractos.

Por otro lado, en cuanto a su arquitectura, se distinguen dos tipos
de etapas: las que constituyen el núcleo central de la herramienta
(análisis lingǘıstico; detección de redundancia; identificación del
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tópico; detección de relevancia; y generación del resumen), y una
serie de etapas adicionales (similitud con la pregunta; detección de
información subjetiva; y compresión y fusión de información).

Finalmente, es importante destacar que el proceso de generación de
resúmenes propuesto en compendium está fundamentado desde una
perspectiva cognitiva, tomando como base las ideas de (Van Dijk,
1980), (Van Dijk & Kintsch, 1983) y además, aporta una compo-
nente computacional, siguiendo las etapas descritas en (Hovy, 2005),
permitiendo la automatización de este proceso.

• Evaluación de COMPENDIUM

Por una parte, se ha evaluado compendium de acuerdo a la infor-
mación que contienen los resúmenes generados respecto a resúmenes
considerados como modelos. Por otra parte, en otros casos se ha
evaluado su calidad en función de diferentes criterios, como la re-
dundancia, corrección gramatical o satisfacción de usuario.

En todos los casos se ha obtenido resultados competitivos con res-
pecto al estado de la cuestión, lo que demuestra que la herramienta
compendium es adecuada para la generación de resúmenes de texto.
Entre las fortalezas de la herramienta, tenemos que destacar la fle-
xibilidad y adaptabilidad de la misma, puesto que, al tratarse de
una herramienta que permite la integración de nuevos módulos, se
pueden desarrollar módulos espećıficos dirigidos a una determinada
tarea. En lo que se refiere a las debilidades de la herramienta, la prin-
cipal limitación de compendium es que no incorpora información
semántica, y por tanto, los resúmenes generados son en su mayoŕıa
extractos. Como una primera aproximación de resúmenes orienta-
dos a abstractos, se ha propuesto el uso de grafos de palabras para
comprimir y fusionar información.

• Integración de COMPENDIUM en aplicaciones de TLH

La integración de compendium en otra aplicaciones de TLH, con-
cretamente a la mineŕıa de opiniones, la búsqueda de respuestas, y
la clasificación de textos, demuestran cómo los resúmenes generados
con compendium pueden mejorar e incrementar las capacidades de
éstas.

En ĺıneas generales, la tarea que mayor se beneficia de la aplicación
de compendium es la de mineŕıa de opiniones, debido a que es fun-
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damental utilizar técnicas de generación de resúmenes si queremos
agrupar y presentar la información subjetiva al usuario de manera
coherente. Se ha demostrado también que los resúmenes influyen po-
sitivamente en los sistemas de búsqueda de respuestas que se basan
en métodos semánticos, como por ejemplo, roles semánticos. En cam-
bio, las mejoras menos significativas han tenido lugar en la tarea de
clasificación de textos, en la que no podemos concluir todav́ıa que
exista un tipo de resumen concreto que influya positivamente en to-
dos los casos. Esto puede ser debido a la complejidad de la tarea en
śı, cuyo objetivo es predecir la puntuación asociada a un documento
en una escala de 1 a 5. Śı que es cierto que se ha observado que los
resúmenes subjetivos para algunos ratios de compresión disminuyen
el error cometido usando el documento completo, lo que nos lleva a
pensar que el uso de resúmenes puede ser adecuado en algunos casos.

Como trabajos que se están llevando a cabo actualmente como
continuación de esta tesis, y los que se pretenden realizar en un fu-
turo, podemos destacar las siguientes ĺıneas de investigación a corto,
medio y largo plazo:

• Integrar COMPENDIUM en un sistema completo que sea ca-
paz de recuperar información subjetiva, procesarla, clasifi-
carla y resumirla. Se trata de un trabajo en marcha que se centra
en la recuperación de información contenida en blogs y analiza la
influencia de cada módulo (recuperación de información, mineŕıa
de opiniones, y generación de resúmenes) con respecto al sistema
completo. Los resultados preliminares obtenidos hasta el momento
indican que la combinación de los tres módulos en la que obtiene
mejores resultados, y que la precisión obtenida supera en un 23% al
promedio de los sistemas similares que participaron en TAC 2008, ya
que tanto para la experimentación como la evaluación se siguieron
las mismas directrices que en la tarea de Opinion Summarization
Task del TAC 2008.

• Incorporar técnicas semánticas a COMPENDIUM. En la actua-
lidad también estamos investigando nuevas técnicas que permitan la
generalización de información mediante el uso de grafos de conceptos
y recursos semánticos como WordNet. De esta manera, podŕıamos
generalizar a un mayor nivel, y analizar si este tipo de generalización
es más adecuado para generar resúmenes abstractivos.
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• Analizar la influencia de una ontoloǵıa de dominio farma-
coterapéutico (OntoFIS) en la generación de resúmenes.
Este objetivo, que se pretende realizar a corto o medio plazo, propone
el estudio de la influencia de una ontoloǵıa en compendium. De esta
manera podŕıamos investigar si la ontoloǵıa aporta beneficios a la
hora de generar los resúmenes, ya que a través de ésta nos permitirá
conocer vocabulario espećıfico del dominio de la ontoloǵıa, aśı como
las relaciones entre los distintos conceptos. Esto último también nos
permitiŕıa generalizar distintos conceptos en otros más abstractos,
favoreciendo aśı, la producción de resúmenes abstractivos.

• Desarrollar un marco cualitativo para la evaluación de
resúmenes. Este trabajo se plantea a largo plazo, y su objetivo
es investigar diferentes criterios que sirvan para medir la calidad de
un resumen de forma cualitativa y analizar su correlación con las
evaluaciones realizadas por expertos humanos. Para ello, para cada
criterio propuesto, tendŕıamos que: i) analizarlo en detalle; ii) ex-
traer las caracteŕısticas de los textos o el resumen que hacen que se
cumpla dicho criterio; iii) entrenar el sistema con textos que cumplan
ese criterio y testearlo con textos de prueba; iv) ver si los resulta-
dos guardan una correlación alta con las evaluaciones realizadas por
humanos.
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Álvarez Angulo, Teodoro. 2002. El resumen como estrategia de com-
posición textual y su aplicación didáctica. Ph.D. thesis, Universi-
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Orăsan, Constantin. 2004. The Influence of Personal Pronouns for Au-
tomatic Summarisation of Scientific Articles. Pages 127–132 of:
Proceedings of the Discourse Anaphora and Anaphor Resolution
Colloquium.
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