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Abstract 2 Cast3LB corpus: annotation project

This paper presents the discourse annotation followed in ~ OVEIVIEW

Cast3LB, a Spanish corpus annotated with several inforCast3Lb project is part of the general project 3LB
mation sources (morphological, syntactic, semantic andche main objective of this general project is to de-
coreferential) at syntactic, semantic and discourse levelelop three corpora annotated with syntactic, semantic
3LB annotation scheme has been developed for three larand pragmatic/coreferential information: one for Catalan
guages (Spanish, Catalan and Basque). Human annotgCat3LB), one for Basque (Eus3LB) and one for Spanish
tors have used a set of tagging techniques and protocol§Cast3LB).

Several tools have provided them with a friendly anno-  The Spanish corpus Cast3LB is a part of the CLIC-
tation scheme. At discourse level, anaphoric and corefTALP corpus, which is made up of 100.000 words from
erence expressions are annotated. One of the most ifhe LexEsp corpus (Sebati et al., 2000) plus 25.000
teresting contributions to this annotation scenario is thevords coming from the EFE Spanish Corpus, given by
enriched anaphora resolution module that is based on thihe Agencia EFE (the official news agency) for research
previously defined semantic annotation phase to expangurposes. The EFE corpus fragments are comparable
the discourse information and use it to suggest the correcimong the languages of the general project (Catalan,
antecedent of an anaphora to the annotator. This pap@asque and Spanish).

describes the relevance of the semantic tags in the dis- We have selected this corpus because it contains a
course annotation in Spanish corpus Cast3LB and showarge variety of Spanish texts (newspapers, novels, sci-
both levels and tools in the mentioned discourse annotaentific papers...), both from Spain and South-America,

tion scheme. so it is a good representation of the current state of the

_ Spanish language. Moreover, the automatic morphologi-
1 Introduction cal annotation of this corpus has been manually checked
Cast3LB corpus is annotated (Navarro et al., 2003) agc'v't' 2003).

three linguistic levels: sentence level (syntactic), lexical 1€ SPirit of the annotation scheme is to build a flex-

level (semantic) and discourse level. At discourse levellPI€ System portable to different romance languages and
it is annotated with anaphoric and coreferential informa-{© Potential new cases that might appear, but consistent
tion. In order to improve the time-consuming and tedious™ith all annotation levels and annotation dat_a.
task of the manually annotation, a semiautomatic and A\t the syntactic level we follow the constituency an-
interactive process is followed: first, an anaphora resofotation scheme. M.a.ln principles of syntactic annotation
lution system selects each anaphora and its antecedeffe the following (Civit et al., 2003): a) only the explicit

from a list of candidates: then, the human annotator de€lements are annotated (except for elliptical subjects); b)
cides wether or not accept the suggestion. we do not alter the surface word order of the elements; c)

With this approach, the correctness of the anaphor?f’e do not f°”°V.V any specific theoretical framework; d)
resolution system is é key factor in the quest of an ef Ve do not take into account the verbal phrase, rather, the

ficient annotation process. For this reason, we use th@1ain constituents of t_he sentence beco”?e the dayghters
linguistic information of the previous annotation tasks of the root n(_)de; e_) this syntactic mformqtlon is enriched
(morphological, syntactic and, mainly, semantic infor- by the functional information of the main phrases, but
mation) to improve the anaphora resolution system. | we have not taken into account the possibility of double

this paper we will focus on the use of semantic informa- unctions.

tion in the anaphora and coreferential manual annotation At the semantic level, we annotate the sense of the
task. nouns, verbs and some adjectives, following an all words

Next section presents the project overview and theapp.roach. The specific sense (or senses) of each one is
three annotation levels. Following sections present th ssigned by means of the EuroWordNet offset number

semantic annotation and the way it serves to the dis Vossen, 1998). Also, due to some words are not avail-

course annotations. Last section presents annotatio?lble in EuroWordNet or do not have the suitable sense,

tools _Used to annotate the corpus at semantic and coref- iproject partially funded by Spanish Government FIT-150-500-
erential level. 2002-244.




we have created two new tags to mark this circumstance. It is possible to distinguish two methods for semanti-
At the discourse level, we mark the coreference ofcally annotate a corpus. The first one is linear (or “tex-
nominal phrases and some elliptical elements. The coreftual”) method (Kilgarriff, 1998), where the human anno-
erence expressions taken into account are personal préator marks the sentences token by token up to the end of
nouns, clitics, elliptical subjects and some elliptical ad-the corpus. In this strategy the annotator must read and
jectives. The definite descriptions are not marked. Theanalyze the sense of each word every time it appears in
possible antecedents considered are the nominal phras#e corpus. The second annotation method is transver-

or other coreferential expressions. sal (or “lexical”) (Kilgarriff, 1998), where he/she anno-
tates word-type by word-type, all the occurrences of each
3 Semantic annotation word in the corpus one by one. With this method, the an-

_ o _ notator must read and analyze all the senses of a word
As we said before, main objective of Cast3LB project atonly once.

semantic level is to develop an “all words” corpus with  \yg haye followed in Cast3LB the transversal process.
the specific sense (or senses) of nouns, verbs and adj€gpe main advantage of this method is that we can fo-
tives. _ _cus our attention on the sense structure of one word and
Our proposal is based on the SemCor corpus (Millergea| with its specific semantic problems: its main sense
1990). This corpus is formed by a portion of the Brown or senses, its specific senses. ... Then we check the con-
corpus and the novelhe Red Badge of CouragéAl-  text of the single word each time it appears and select
together, it is formed by approximately 250.000 words, the corresponding sense. Through this approach, seman-
where nouns, verbs, adjectives and adverbs have beg features of each word is taken into consideration only
manually annotated with WordNet senses (Miller, 1990).once, and the whole corpus achieves greater consistency.
Another corpus with WordNet-based semantic annotaThrough the linear process, however, the annotator must
tion is the DSO corpus (Ng and Lee, 1996). In this remember the sense structure of each word and their spe-
corpus, the most frequent English ambiguous nouns angific problems each time the word appears in the corpus,
verbs had been annotated with the correct sense (124aking the annotation process much more complex, and

nouns and 70 verbs). The corpus is formed by 192.80¢hcreasing the possibilities of low consistency and dis-
sentences from the Brown Corpus and the Wall Streefgreement between the annotators.

Journal, and it has also been manually annotated. Finally, : TR
the SENSEVAL forum has developed a few sense anno- Nevertheless, the transversal method finds its disad

! . vantage in the annotation of large corpus, because no
tated corpora for the evaluation of Word Sense Disamy,y ant of the corpus is available until the whole cor-

b'fguﬁ.t'%n lsystems{/\;KLIjg'\?r?ff antlj P_alrrer, 2000), Sc’mepus is completed. To avoid this, we have selected a frag-
of which also use WordNet as a lexical resource. ment of the whole corpus and annotated it by means of
We have decided to use Spanish WordNet for severagh e |inear process.

reasons. First of all, Spanish WordNet is, up to now, . . .
- ; Everybody agrees that semantic annotation is a tedious
the more commonly used lexical resource in Word Sense

Disambiquation tasks. Secondlv. it is one of the mostand difficult task. From a general point of view, the main
com Ietgl lexical resoﬁrces curreﬁtl available for S an_problem In the semantic annotation is the subjectivity of
compte y . PaNthe human annotator when it comes to the selection of
ish. Finally, as part of EuroWordNet, the lexical struc-

ture of Spanish and the lexical structure of Catalan an&he correct sense, because there are usually more than

Basque are related. Therefore, the annotated senses %'?rﬁ S?r?c?ri fg]raﬁ \cl)vr?éd(':oalljrllg’b((jeuceotrcr)etcrﬁovrvgmi\?; gvjvrgrr(lju—
the three corpora of 3LB project can also be related. Y, 9 )

. Another important problem in the semantic annotation is
The tag used to mark a word sense is its offset num P P

- e ) . the poor agreement between different annotators, due to
ber, that is, its identification number in EuroWordNets the ambiguity and/or vagueness of many words.
InterLingua Index. The corpus has 42291 lexical words, .

In order to overcome these problems, the annotation

where 20461 are nouns, 13471 are verbs and 8543 are i ; .
adjectives. process has been carried out in two steps. In the first

On other hand, not all nouns, verbs, adjectives and adgtep' a subset of amblguoqs quds have been a_nnotated
twice by two annotators. With this double annotation we

verbs are annotated, due to EuroWordNet does not CO'Fave developed a disagreement typology and an anno-
Eﬁ;ntﬁzevrydrgo(si,isi)ltanlr?elascﬁssleq ::3 s{ﬁgsﬁo"’:&e g%éhgvs)ytusee ation handbook, where all the possible causes of ambi-
link between, the s nse¥t and the word ' guity have been described and common solutions have

y ) been adopted for the rest of cases. In the second step

In otrder to gealwlth dtl{}etsfe cases we have defined Wohe remaining corpus is annotated following the criteria
more tags in Eurovordivet. adopted in the annotation handbook.

e C1S: the word is found, but not its correct senseg Our f|Dr)aI alg) IS ttq obt\;a\l;ggsefu[[resoprczstas fqr r\qurrﬁ
(due to a sense lack, or because there is no link be= ense isambiguation ( ) Systems in spanish. This
tween the word and the synset). semantically annotated corpus will be u_sed as a training

corpus for the development of unsupervised systems and

e C2S: the word is not found (because it is not there,as a reference in general evaluation tasks. At the end of
or because both the word and the synset are misghe project, we will have a large amount of words with

ing). an unambiguous sense tag in a real context.



As well as this final application, we exploit this se- form coreferential chains. They must be marked in
mantic information in the anaphoric annotation task. In order to show the cohesion and coherence of the
(Saiz-Noeda, 2002), how to apply semantic information text. They are annotated by means of the identifi-
in anaphora resolution systems is showed and evaluated. cation of the same antecedent.

We take this proposal, but applied to manual anaphora

annotation. We do not annotate the definite descriptions. They

Due to the corpus has been annotated with s ntactigonSiSt of nominal phrases that can refer (or not) to an
b y ntecedent. We do not mark them because they out-

information, and the sense of each word is marked with; i : )
the offset number of EuroWordNet, it is possible to ex- ine specific problems that make this task very difficult:

tract semantic features of each verb and noun througﬂrStly’ there are not clear criteria that allow us to distin-

the ontological concepts of the EuroWordNet's Top On.9uish between coreferential and not coreferential nomi-
tology. Furthermore, the corpus has been annotated wit aI_p_hrases; gegondly, the.re are not a clear typology for
syntactic roles, so it is possible to extract syntactic pat- efinite descriptions; and finally, there are not a clear ty-

terns formed by the verb and its main complements.pomgy of relationships between the definite description

subject-verb, verb-direct objects, verb-indirect objects. and their an_tecedents. Thege problems C.OUId further in-
As we will show bellow, these patterns are useful in Crease the time-consuming in the annotation process and
order to select the specific antecedent of an anaphor iden the gap of disagreement between the human anno-

according to semantic compatibility criteria between ators.

This proposal of annotation scheme is based on the
the antecedent and the verb of the sentence where the ! ;
anaphora appears. one used in the MUC (Message Understanding Con-

ference) (Hirschman, 1997) as well as in the works
4 Discourse annotation: anaphora and of_Galzau§kas (Gaizauskas and. H.umphreys, 1996) and
coreference P Mitkov (Mitkov et al., 2002): this is the mostly used
. o scheme in coreferential annotation (Mitkov, 2002).
At discourse level, our objective is to annotate the |n the anaphoric annotation, two linguistic elements
anaphora and the coreference, in order to develop usgnust be marked: the anaphoric expression and its an-

ful resources for anaphora resolution systems. tecedent. In the antecedent we annotate the following
We agreed to annotate the anaphoric elements angformation:

their antecedents. These anaphoric elements are the
anaphoric ellipsis, the pronominal anaphora and the ® A reference tag that shows the presence of an an-

coreferential chains. tecedent (“REF”),
Specifically, in each one, we mark: e An identification number (“ID"),
e Anaphoric ellipsis: e The minimum continuous substring that could be

considerer correct (“MIN").
— The elliptical subject, made explicit in the syn-

tactic annotation step. Being a noun phrase, it
could also be an antecedent too. e The presence of a coreferential expression
Unlike English, where it is possible an exple- (“COREPF"),
tive pronoun as subject, in Spanish it is very o Ap identification number (“ID”),
common an elliptical nominal phrase as sub-
ject of the sentence. This is why we have de-
cide to include this kind of anaphora in the an-
notation process.

In the coreferential expression, we annotate:

e The type of anaphoric expression: elliptical sub-
ject, elliptical head of noun phrase, tonic pronoun
or atonic pronoun (“TYPE"),

— Elliptical head of nominal phrases with an ad- ~ ® The antecedent, through its identification number

jective complement. In English, this construc- (‘REF?),

tion is the “one anaphora”. In Spanish, how- e Finally, a status tag where the annotators shows
ever, the anaphoric construction is made up by their confidence in the annotation (*STATUS”).

an elliptical head noun and an adjective com-

plement. As previously mentioned in this paper, the main prob-

lem in the anaphoric annotation is the low agreement
e Anaphora: Two kinds of pronouns: between human annotators. There is usually less agree-
ment in anaphoric annotation than in syntactic annotation
— The tonic personal pronouns in the third per- (Mitkov, 2002), 141). In order to reduce this low agree-
son. They can appear in subject function or inment, we annotate only the clearest type of anaphoric
object function. units (pronouns, elliptical subjects and elliptical nominal
— The atonic pronouns, specifically the clitic heads), and we in_troduce the lowest necessary informa-
pronouns that appear in the subcategorizatiorfion. Moreover, with the tag "STATUS", the human an-
frame of the main verb. notator can show his confidence in the anaphoric unit and
the antecedent marked. However, at the moment, as oc-
e Finally, there are sets of anaphoric and elliptical curs in the semantic annotation, we do not have enough
units that corefer to the same entity. These unitsdata on the agreement between annotators.



4.1 Manual annotation with an Enriched ontology, all the synsets of EuroWordNet are semanti-
Anaphora Resolution System cally described with concepts like “human”, “animal”,
“artifact”, etc. With this, we have extracted subject-verb,

As we said before, we follow a manual anaphora anno . X S ; !
verb-direct object and/or verb-indirect object semantic

tation with the help of a Enriched Anaphora Resolution
System: our idea is to check the automatic annotation Opalt:terns. hi . | b h :
the anaphora resolution system and to correct mistakes M this semantic patters, rules about the semantic
in the annotation process. compatibility between nouns a_md verbs have been ex-
In manual anaphora and coreferential annotation, th racted. These rules are applied to the anaphora reso-

human annotator first locates a possible anaphora, a Htlon as preferences. Based on the patterns, the system

then must read back the text until the antecedent a calculates the compatibility between the verb of the sen-

pears. With an anaphora resolution system it is possiblggiﬁem Vgg's(f&éhgniggggga?samﬁ1fwagg$heaﬁgﬁﬁce:rim'
to automatize this process: the system selects possib P P y

anaphoric elements, their possible antecedents, and d(raQJeCted’ and the antecedents with high compatibility are

cides the main candidate. The human annotator mus elected. These semantic preferences, plus the syntactic

only check the suggestion. The process is more us and morphological restrictions and preferences, are used

ful because the most tedious task (to select a possibl 3 EEI?ﬁt the correct antﬁce_defnt of ';_he a_nap?ora. di

anaphora, to read back looking for the antecedent, etc.gomuer ru?ggo'lr'?{erseeg::r:v:/% L?n?jrr(;‘%(l)enS'IS aiso usedin

is made up by the system. When the human annota- ' :

tor checks the solution, he does not read back for an- ¢ “NO” rules: NO(v#sense,c,r) defines the incom-

tecedents, he goes directly to the possible antecedents. patibility between the verb v (and it sense) and
However, the anaphora resolution system must be very  any name which contains ’c’ in its ontological con-

accurate. In order to automatically specify the antecedent  cept list, being 'r’ the syntactic function that relates

of an anaphora and ensure the correctness of the system, them.

we use all the linguistic information previously annotated “MUST" rules: MUST (v#sense,c,r) defines the in-

Iln :E.e lz:orplIJs(:j m%rphoéoglcal,r] syntact|<|: ?nd sertnantltcr:{ compatibility between the verb v (and its sense) and
n this knowledge-based anaphora resolution System, tne ) e names that don’t contain 'c’ in their ontolog-

linguistic information is used th_rough a set of restrictions ical concept list, being 'r' the syntactic function that

and preferences. Following this strategy, the system re-

) . . i relates them.

jects possible antecedents until only one is selected. The

key point s the linguistic information used in restrictions At the final annotation step, the annotator checks if the

and preferences. antecedent selected is the correct one or not, and, in each
We have developed a semantically enriched anaphoraase, confirms the annotation or corrects it.

resolution system in order to aid the discourse annotation

level. EuroWordNet synsets are the base of the semar®  100IS

tic information added to the resolution process. The facg.1 3LB-SAT

of counting with a semantically annotated corpus suchy) g AT (Semantic Annotation Tool) is a tool for the
as Cast3Lb facilitates the use of the anaphora_ resolutioBemantic tagging of multilingual corpora. Main features
method, based on a natural way of understanding the hss iis tool are:

man process for anaphora resolution.
The specific use of semantic information is related e itis word-oriented,

to the sematic compatibility between the possible an- 4 it allows different format for input corpus; basically,
tecedent (a noun) and the verb of the sentence in which the main formats used in corpus annotation: tree-

the anaphoric pronoun appears. Due to the pronoun re-  pank format (TBF) and XML format;
places a lexical word (the antecedent), the semantic in-
formation of the antecedent must be compatible with the

semantic restrictions of the verb. In other words, the For the XML format a DTD has been defined, that al-
anaphoric expression takes the semantic features of thews to describe the information structure in each file of
antecedent, so they must be compatible with the semanhe corpus.
tic restrictions of the verb. In the annotation process, monosemic words are auto-
In this way, verbs like “eat” or “drink” will be spe- matically annotated. So, 3LB-SAT is used to annotated
cially compatible with animal subjects and eatable andonly the polysemic words. When a file is loaded, all lem-
drinkable objects than others. mas of the file are shown (Figure 1). The tool uses differ-
In our case, the semantic features of the lexical wordsnt colors to indicate the state of the annotation process:
have been extracted form the ontological concepts of Eufi) no occurrence of the lemma in the file has been anno-
roWorNet, that is, the Top Ontology. All the synsets in tated, (ii) some occurrences of the lemma in the file have
EuroWordnet are semantically described through a set dbeen annotated, or (iii) all the occurrences have been an-
base concepts (the more general concepts). In the Euotated. When the annotator selects a lemma, all its oc-
roWorNet’s Top Ontology, these base concepts are claszurrences are shown. The selection of one of them shows
sified in the three orders of Lyons (Lyons, 1977), accord-all possible senses, and the annotator chooses the correct
ing to basic semantic distinctions. So through the topone for this specific context.

e it uses EuroWordNet as a lexical resource.



=10l x| direct object and indirect object. In these tables the ap-

File Edit Functions Options Help

s & x pearance frequency of nouns with verbs (with their cor-
= rect senses) is stored. These tables are the base to con-
i core RN struct the semantic compatibility patterns, which indicate
the compatibility between the ontological concept related
o with the possible antecedent and the verb of the sen-
Bih e imeian, tence where the anaphoric expression appears. In order
ASIAS i | il s to calculate this information, the occurrence frequency
# has hpporum . .
@ = [ Especial case 1 and the conceptual generality degree in the ontology are
B Gloss ‘Word esists in dictionary but not its sense N i . . . .
) St considered. In this case, a higher punctuation is given
053 ord does not exist in achonan). “ ”
to the most concrete concepts. For example, “Human
concept gives us further information than “Natural” con-

cept. These patterns are used in the semantic preferences
application. For a specific candidate, its semantic com-
patibility is calculated from the compatible ontological
concepts on the patterns. The candidates with greater
compatibility are preferred.

5.2 3LB-RAT When the annotator selects a XML file to open, the
possible anaphoric elements of the text and their can-
didates are located, and each anaphora is solved. The
system shows two lists (Figure 2): the lower list shows
each anaphora located and its solution. When the an-
notator selects one of these elements, in the upper box
i . ppears the possible candidates list besides the solution
tool locates and shows aI_I pOSS|_bIe anaphoric and core Suggested by the system. At the same time, in the plain
erence elements and their possible antecedents. The af&xt, the anaphora and the selected candidates are shown
notator chooses one of these possible antecedents apg, yifferent colors. The annotator can choose any sug-

indicates the certainty degree on this selection (standb)éested option and the certainty degree of this election, or

certain or uncertain). ) accept the solution given by the system.
There are some exceptional cases that the tool always

Fe

Figure 1: 3LB-SAT semantic annotation tool.

3LB-RAT (Reference Annotation Tool) is a tool devel-
oped in 3LB project for the annotation and supervision
of anaphora and coreferences at discourse level.

The tool provides the annotator with two working
ways: manual and semiautomatic. In the first one, th

Oﬁ:e I’S . - Editor etiquetado anafirice =101 x|
archivo Resolutor  Ayuda
Texto original Opciones
e cases of cataphora, ik B o
de engafiamos 0" Dicen , por_ejemplo , que algunas el cusrpo Exted
. . . . tardes 3 les duele el brazo que *0* no algunas tardes sy
° poss|b|e Syntac“c mistakes (that Will be used to re-  tenen es cunosa esa nostaigis gue ef organismo veces que el cuerpo @ staniby € candin
axpresa por el miembro perdido . £n 1as novelas de sl riacer de ;ﬁ:J e
H H H aventuras el que engafia es el sentido de |a vista , que unceahn
view and to correct the syntactlc annotatlon), hace que el explorador desorientad descubra un oasis
donde sdla hay una duna y los restos de un camello Palabra Solucion
A muero . Los espejismos , segin el diccionario , no son 0 -
o the poss|b|||ty of a non-located antecedent més_que meras fusiones dpticas , pero yo , que nunca [ [
1 he sido personaje de novela ni compafiero de avarturas
de Lawtence_de_Arabia . o mas patecido a un Propuesta
T espejismo que “0° he visto son esos bichitos blancos | [jos mancos ver
e the possibility that an antecedent dOESN’t ApPEAr ©X- it & vumecs ax cusrr e ey | 177 |
.. . oscura de los pamados . *0* Se llaman fosfenos | y es Anaforas I~ Ver solo no resueltos
p||c|t|y in the text dwertido segurlos misntras "0° sobreandan en la =
' inestable marea de los ojos . A_lo_mejor asos j
mindsculos peces abisales existen de_verdad dertro_de
AROH f nosotras  la que acure es que sélo en raras ocasiones Sin sol
e the possibility of non-anaphora, that is, the system & G G e e sno e T, Sustwsow
"0 oimos en nuestro interior su sordo Zumbido de = i swkurimnsr |

has not correctly located an anaphoric expression.

Anterior | Siguiente ‘

In the semiautomatic way, the tool solves each coref-
erence by means of the enriched resolution anaphora
method previously explained. So the system proposes
and shows the most suitable candidate to the annotator.
The annotator can choose the solution that the resolus

tion method offers in all cases, or choose another squ6 Conclusions

tion (manually). The main contribution of this paper is the application
3LB-RAT has been developed in Python language of semantic information to a manual anaphora annota-
which guarantees the portability to any Windows or Unix tion process, based on the semantic relation between the
platform. It deals with XML files: it is designed to work anaphoric element and its antecedent at discourse level.
and to understand the format used by the 3LB-SAT tool, The semantic and anaphoric annotation scheme of the
but it is able to accept any other XML specification. Spanish corpus Cast3LB has been presented, and how
As we said before, the tool uses syntactic, morpho-anaphoric annotation has been improved with the seman-
logic and semantic information for the specification of antic information annotated in previous steps. The annota-
anaphora and its antecedent. The semantic informatiotion process is based on the help of an anaphora resolu-
used by the tool is limited to ontology concepts and syn-tion system: first, the system detects the anaphora and its
onymous. From the semantically annotated text, three taantecedent, and then the human annotator checks the cor-
bles are created, one for each syntactic function: subjectgectness of the automatic annotation process and solves

Figure 2: 3LB-RAT anaphoric annotation tool.



possible mistakes. The system uses all the linguistic in- olucion de la a@&fora pronominal en esgenl. Ph.D.
formation previously annotated in the corpus, including thesis, Universidad de Alicante, Alicante.

the semantic information, in order to evaluate the semanN. Sebasfin, M®. A. Marti, M. F. Carreiras, and F. Cue-
tic compatibility between the antecedent and the verb of tos. 2000.2000 LEXESP: Exico Informatizado del

the sentence in which the anaphora appears. Espdiol. Edicions de la Universitat de Barcelona,
Barcelona.
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