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Abstract. In this paper the pronominal anaphora generation module of
a complete interlingua Machine Translation (MT) approach is presented.
The approach named AGIR, (Anaphora Generation with an Interlingua
Representation) allows the generation of anaphoric expressions into the
target language from the interlingua representation of the source text.
AGIR uses different kinds of knowledge (lexical, syntactic, morphological
and semantic information) to solve the Natural Language Processing
(NLP) problems of the source text. The paper presents the evaluation of
the generation of English and Spanish (including zero pronouns) third
person personal pronouns into the target language. The following results
have been obtained: a precision of 80.39% and 84.77% in the generation
of Spanish and English pronominal anaphora respectively.

1 Introduction

The problem of anaphoric expressions is one of the most difficult to solve in Nat-
ural Language Processing (NLP). This problem must be treated as two different
processes: resolution and generation. The first one searches for the discourse en-
tity to which the anaphor refers to. On the other hand, the process of generation
consists on the creation of references over a discourse entity.

In the context of Machine Translation (MT) the resolution of anaphoric ex-
pressions is of crucial importance in order to translate/generate them correctly
into the target language. After evaluating many commercial and experimental
MT systems we observe that one of the main problems of them is that they do
not carry out a correct pronominal anaphora generation. Solving the anaphora
and extracting the antecedent are key issues in a correct generation into the
target language. Unfortunately, the majority of MT systems do not deal with
anaphora resolution and their successful operation usually does not go beyond
the sentence level. This paper presents a complete approach that allows pronoun
resolution and generation into the target language.

AGIR (Anaphora Generation with an Interlingua Representation) system
works on unrestricted texts unlike other systems, the KANT interlingua sys-
tem [10], the Météo system [3], the Candide system [2], etc. that are designed
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for well-defined domains. Although full parsing of these texts could be applied,
we have used partial parsing of the texts due to the unavoidable incompleteness
of the grammar. This is a main difference with the majority of the interlingua
systems such as the DLT system based on a modification of Esperanto [17], the
Rosetta system which is experimenting with Montague semantics as the basis
for an interlingua [1], the KANT system, etc. as they use full parsing of the text.

After the parsing and solving pronominal anaphora, an interlingua represen-
tation of the whole text is obtained. From this interlingua representation, the
generation of anaphora (including intersentential anaphora), the detection of
coreference chains of the whole text and the generation of Spanish zero-pronouns
into English have been carried out, issues that are hardly considered by other
systems. Furthermore, this approach can be used for other different applications,
e.g. Information Retrieval, Summarization, etc.

In the following section (section 2), the complete approach that includes
Analysis and Generation modules will be described. These modules will be ex-
plained in detail in the next two sections. In section 5, the Generation module
has been evaluated in order to measure the efficiency of our proposal. Finally,
the conclusions of this work will be presented.

2 AGIR Architecture

AGIR system architecture (figure 1) is based on the general architecture of a
MT system which uses an interlingua strategy. Translation is carried out in two
stages: from the source language to the interlingua, and from the interlingua
into the target language. Modules for analysis are independent from modules for
generation. In this paper, although we have only studied the Spanish and English
languages, our approach is easily extended to other languages, i.e. multilingual
system, in the sense that any analysis module can be linked to any generation
module. As can be observed in figure 1, there are two independent modules in
the process of generation: Analysis and Generation modules.

3 AGIR’s Analysis Module

In AGIR, the analysis is carried out by means of SUPAR (Slot Unification Parser
for Anaphora resolution) system [5]. SUPAR is a computational system focused
on anaphora resolution. It can deal with several kinds of anaphora, such as
pronominal anaphora, one-anaphora, surface-count anaphora and definite de-
scriptions. In this paper, we focus on pronominal anaphora resolution and gen-
eration into the target language. The input of SUPAR is a grammar defined by
means of the grammatical formalism SUG (Slot Unification Grammar). A trans-
lator that transforms SUG rules into Prolog clauses has been developed. This
translator will provide a Prolog program that will parse each sentence. SUPAR
allows to carry out either a full or a partial parsing of the text, with the same
parser and grammar. Here, partial parsing techniques have been used due to the
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Fig.1. AGIR architecture

unavoidable incompleteness of the grammar and the use of unrestricted texts
(corpora) as inputs.

The analysis of the source text is carried out in several stages. The first stage
of the analysis module is the lexical and morphological analysis of the input text.
Due to the use of unrestricted texts as input, the system obtains the lexical and
morphological information of the text’s lexical units from the output of a part-
of-speech (POS) tagger. The word, as it appears in the corpus, its lemma and
its POS tag (with morphological information) is supplied for each lexical unit in
the corpus.

The next stage is the parsing of the text (it includes the lexical and mor-
phological information extracted in the previous stage). The corpus is split into
sentences before applying the parsing. The output will be the Slot Structure
(SS) that stores the necessary information! for NLP problem resolution.

In the third stage a module of Word Sense Disambiguation (WSD) is used to
obtain a single sense for the different text’s lexical units. The lexical resources
WordNet [9] and EurowordNet [16] have been used in this stage.

The SS enriched with the information of previous stages will be the input
for the following stage in which NLP problems (anaphora, extraposition, ellipsis,
etc.) will be treated and solved.

After the anaphora resolution stage, a new Slot Structure (SS’) is obtained.
In this new structure the correct antecedent (chosen from the possible candi-
dates after applying a method based on restrictions and preferences [5]) for each
anaphoric expression will be stored together with its morphological and semantic

! The SS stores for each constituent the following information: constituent name (NP,
PP, etc.), semantic and morphological information, discourse marker (identifier of
the entity or discourse object) and the SS of its subconstituents.



information. The new structure SS’ will be the input for the last stage of the
Analysis module.

In the last stage AGIR generates the interlingua representation of the whole
text. This is the main difference between AGIR and the rest of MT systems
that carry out a processing of the input text sentence by sentence. The inter-
lingua representation will allow the correct generation of the intrasentential and
intersentential pronominal anaphora into the target language. Moreover, AGIR
allows the identification of coreference chains of the text and their subsequent
generation into the target language.

The interlingua representation of the input text is based on the clause as main
unit of this representation. Once the text has been split into clauses, AGIR uses
a complex feature structure for each clause. It is composed of semantic roles and
features extracted from the SS of the clause. Semantic roles that have been used
in this approach are the following: ACTION, AGENT, THEME and MODIFIER
that correspond to verb, subject, object and prepositional phrases of the clause
respectively. The notation we have used is based on the representation used in
KANT interlingua. To identify these semantic roles when partial parsing has
been carried out and no semantic knowledge is used, the following heuristic has
been applied:

H; Let us assume that the NP parsed before the verb is the agent of the clause.
In the same way, the NP parsed after the verb is the theme of the clause.
Finally, all the PP found in the clause are its modifiers.

It is important to emphasize that the interlingua lexical unit has been repre-
sented in AGIR using the word and its correct sense in WordNet. After accessing
to the ILI (Inter-Lingual-Index) module of EuroWordNet, we will be able to gen-
erate the lexical unit into the target language.

Once the semantic roles have been identified, the interlingua representation
will store the clauses with their features, the different entities that have appeared
in the text and the relations between them (such as anaphoric relations). This
representation will be the input for the generation module. More details about
the interlingua representation in AGIR have been presented in [15,13].

4 AGIR’s Generation Module

The interlingua representation of the source text is taken as input of the Gen-
eration module. The output of this module is the target text, that is, the repre-
sentation of the source text’s meaning with words of the target language. In this
paper we are only describing the generation of third person personal pronouns
into the target language, so we have only focused on the differences (syntactic
and morphological) between the Spanish and English languages in the genera-
tion of the pronoun. These differences are what we have named discrepancies (a
detailed study of Spanish-English-Spanish discrepancies is shown in [15,13]).



4.1 Syntactic Discrepancies

Elliptical Zero-subject Constructions (Zero-pronouns) The Spanish lan-
guage allows to omit the pronominal subject of the sentences. These omitted
pronouns are usually named zero pronouns. While in other languages, zero pro-
nouns may appear in either the subject’s or the object’s grammatical position,
(e.g. Japanese), in Spanish texts, zero pronouns only appear in the position of
the subject. In [14, 6] the processing of Spanish zero pronouns in AGIR is pre-
sented. Basically, in order to generate Spanish zero pronouns into English, they
must first be located in the text (ellipsis detection), and then resolved (anaphora
resolution). At the ellipsis detection stage, information about the zero pronoun
(e.g. person, gender, and number) must first be obtained from the verb of the
clause and then used to identify the antecedent of the pronoun (resolution stage).

Pleonastic Pronouns Sometimes pronouns can be used in a non-referential
construction, that is, appear due to some requirement in the grammar of the
language. These pronouns are usually named pleonastic. In AGIR, the pleonastic
use of pronoun 4t has been detected before the anaphora resolution stage and
thereby will not be resolved. These pronouns will appear marked like pleonastics
in the interlingua representation, they will not have antecedent and they will not
be generated into Spanish. In order to detect pleonastic it pronouns in AGIR, a
set of rules, based on pattern recognition, that allows the identification of this
kind of pronouns is constructed. These rules are based on the study developed
by other authors [8,11] that faced with this problem in a similar way.

4.2 Morphological Discrepancies

Number Discrepancies This problem is generated by the discrepancy between
words of different languages that express the same concept. These words can be
referred to a singular pronoun in the source language and to a plural pronoun
in the target language. In order to take into account number discrepancies in
the generation of the pronoun into English or Spanish a set of morphological
(number) rules is constructed. The left-hand side of the number rule contains
the interlingua representation of the pronoun and the right-hand side contains
the pronoun in the target language.

Gender Discrepancies Gender discrepancies came from the existing morpho-
logical differences between different languages. For instance, English has less
morphological information than Spanish. The English plural personal pronoun
they can be translated into the Spanish pronouns ellos (masculine) or ellas (femi-
nine), the singular personal pronoun it can be translated into él/éste (masculine)
or ella/ésta (feminine), etc. In order to take into account gender discrepancies
in the generation of the pronoun into English or Spanish a set of morphological
(gender) rules is constructed.



5 Evaluation of Generation Module

The generation module takes the interlingua representation as input. Previously,
pleonastic it pronouns have been detected (with a Precision? of 88.75%), Spanish
zero pronouns have been detected (89.20% P) and resolved (81.38% P), and
anaphoric third person personal pronouns have been resolved in English and
Spanish (80.25% P and 82.19% P respectively).

Once the interlingua representation has been obtained, the method proposed
for pronominal anaphora generation into the target language is based on the
treatment of number and gender discrepancies.

5.1 Pronominal Anaphora Generation into Spanish

In this experiment the generation of English third person personal pronouns into
the Spanish ones has been evaluated.

We have tested the method on both literary and manual texts. In the first
instance, we used a portion of the SemCor collection (presented in [7]) that
contains a set of 11 documents (23,788 words) where all content words are anno-
tated with the most appropriate WordNet sense. SemCor corpus contains literary
texts about different topics (laws, sports, religion, nature, etc.) and by different
authors. In the second instance, the method was tested on a portion of MTI? cor-
pus that contains 7 documents (101,843 words). MTI corpus contains Computer
Science manuals about different topics (commercial programs, word processing
applications, device instructions, etc.).

We randomly selected a subset of the SemCor corpus (three documents —6,473
words—) and another subset of the MTI corpus (two documents —24,264 words—)
as training corpus. The training corpus was used for improving the number and
gender rules. The remaining fragments of the corpus were reserved for test data.

We conducted a blind test over the entire test corpus applying the number
and gender rules. The obtained results appear in table 1.

Table 1 shows the anaphoric pronouns of each document classified by seman-
tic roles: AGENT, THEME and MODIFIER. The last three columns represent
the number of pronouns successfully resolved, the total number of pronouns re-
solved and the obtained Precision, respectively. For instance, the al3 document
of the SemCor corpus contains 17 pronouns with semantic role of AGENT, 2
pronouns with semantic role of THEME and 3 pronouns with semantic role of
MODIFIER. The Precision obtained in this document was of 95.45% (21/22).

2 By Precision we mean the number of pronouns successfully resolved divided by the
total number of pronouns resolved in the text. A detailed study of the evaluation
of the different tasks carried out in order to obtain the interlingua representation in
AGIR can be found in [12].

3 This corpus has been provided by the Computational Linguistics Research Group
of the School of Humanities, Languages and Social Studies —University of Wolver-
hampton, England—. The corpus is anaphorically annotated indicating the anaphors
and their correct antecedents.



Discussion. In the generation of English third person personal pronouns into
the Spanish ones an overall Precision of 80.39% (582/724) has been obtained.
Specifically, 90.16% P and 75.11% P were obtained in SemCor and MTI corpus
respectively.

Corpus Subject Complement Correct| Tota | P (%)
AGENT |THEME| MODIF.
a02 21 5 1 23 27 | 8519
a1l 10 5 0 14 15 | 9333
al3 17 2 3 21 22 | 9545
ald 40 10 1 48 51 | 94,12
als 32 5 4 34 41 | 82,93
SEMCOR do2 14 2 3 18 19 | 94,74
do3 13 0 1 12 14 | 8571
do4 50 6 9 59 65 | 90,77
SEMCOR

TOTAL 197 35 22 229 254 | 90,16
CDROM 38 24 7 47 69 | 68,12
PSW 24 36 2 52 62 | 83,87
WINDOWS 16 19 2 30 37 | 81,08
MTI | SCANWORX 95 87 11 142 193 | 73,58
GIMP 66 33 10 82 109 | 75,23

MTI
TOTAL 239 199 32 353 470 | 75,11
TOTAL 436 234 54 582 724 | 80,39

Table 1. Generation of pronominal anaphora into Spanish. Evaluation phase

From these results we have extracted the following conclusions:

— In SemCor corpus all the instances of the English pronouns he, she, him and
her have been correctly generated into Spanish. It is justified by two reasons:

e The semantic roles of these pronouns have been correctly identified in
all the cases.

e These pronouns contain the necessary grammatical information (gender
an number) that allows the correct generation into Spanish, indepen-
dently of the antecedent proposed as solution by the AGIR system.

The errors in the generation of pronouns it, they and them have been origi-
nated by different causes:

e Mistakes in the anaphora resolution stage, i.e., the antecedent proposed
by the system is not the correct one (44.44% of the global mistakes).This
causes an incorrect generation into Spanish mainly due to the proposed
antecedent and the correct one have different grammatical gender.



e Mistakes in the identification of the semantic role of the pronouns that
cause the application of an incorrect morphological rule (44.44%). These
mistakes are mainly originated by an incorrect process of clause splitting.

e Mistakes originated by the electronic dictionary from English to Spanish
(11.12%). Two circumstances can occur: (a) the word does not appear
in the dictionary; and (b) the word’s gender in the dictionary is different
to the real word’s gender due to the word has different meanings.

— In MTT corpus, nearly all the pronouns are instances of the pronouns it, they
and them (96.25% of the total pronouns). The errors in the generation of
these pronouns are originated by the same causes than in SemCor corpus
but with different percentages:

e Mistakes in the anaphora resolution stage (22.86% of the mistakes).

e Mistakes in the identification of the pronouns’ semantic role (62.86%).

e Mistakes originated by the English-Spanish dictionary (14.28%).

5.2 Pronominal Anaphora Generation into English

In this experiment the generation of Spanish third person personal pronouns
(including zero pronouns) into the English ones has been evaluated.

We have tested the method on literary texts. We used a portion of the Lex-
esp corpus that contains a set of 31 documents (38,999 words). Lexesp corpus
contains literary texts about different topics (politics, sports, etc.) from different
genres and by different authors.

We randomly selected a subset of the Lexesp corpus (three documents —6,457
words—) as training corpus. The remaining fragments of the corpus were reserved
for test data.

We conducted a blind test over the entire test corpus applying the number
and gender rules. The obtained results appear in table 2.

Discussion. In the generation of Spanish third person personal pronouns into
the English ones an overall Precision of 84.77% (657/775) has been obtained.
From these results we have extracted the following conclusions:

— All the instances of the Spanish plural pronouns (ellos, ellas, les, los, las and
zero pronouns in plural) have been correctly generated into English. It is

justified by two reasons:
e The semantic roles of these pronouns have been correctly identified in

all the cases.

e The equivalent English pronouns (they and them) lack gender informa-
tion, i.e., are valid for masculine and feminine, then the antecedent’s
gender does not influence the generation of these pronouns.

— The errors occurred in the generation of the Spanish singular pronouns (€I,
ella, le, lo, la and zero pronouns in singular). They have been originated by
different causes:

e Mistakes in the anaphora resolution stage (79.66%).

e Mistakes in the application of the heuristic used to identify the an-
tecedent’s semantic type (20.34%). This fact involves the application
of an incorrect morphological rule.



Conclusion

In this paper the pronominal anaphora generation module of a complete in-
terlingua MT approach (for Spanish and English languages) is presented and
evaluated. The interlingua representation of the whole text is one of the main
advantages of our system due to several problems, that are hardly solved by
the majority of MT systems, can be treated and solved. These problems are
the generation of intersentential anaphora, the detection of coreference chains
and the generation of Spanish zero-pronouns into English. In the evaluation, the
following results have been obtained: a Precision of 80.39% and 84.77% in the
generation of English and Spanish personal pronouns (including zero pronouns)

into the target language respectively.

Corpus Subject Complement Correct | Total | P (%)
AGENT | THEME | MODIF.
txtl 19 3 1 21 23 | 91,30
txt2 35 7 1 33 43 76,74
txt3 21 4 1 19 26 73,08
txt4 13 4 1 15 18 83,33
txt5 13 4 1 14 18 77,78
txt6 17 1 0 16 18 | 88,89
txt7 22 3 4 28 29 96,55
txt8 10 0 0 9 10 90
txt9 9 3 1 8 13 | 6154
txt10 17 2 1 19 20 95
txt1l 7 0 1 7 8 87,5
txt12 25 4 0 29 29 100
txt13 16 0 0 12 16 75
txt14 11 0 0 10 11 | 90,91
LEXESP txt15 16 3 5 18 24 75
txt16 11 1 2 13 14 | 92,86
txt17 14 1 0 11 15 73,33
txt18 9 4 0 10 13 | 76,92
txt19 7 0 1 7 8 87,5
txt20 17 3 1 13 21 | 61,90
txt21 4 2 0 6 6 100
txt22 12 1 2 15 15 100
txt23 15 4 2 19 21 | 90,48
txt24 21 7 2 25 30 | 8333
txt25 92 11 5 100 108 | 92,59
txt26 132 16 11 129 159 | 81,13
txt27 24 6 1 27 31 | 87,10
txt28 21 5 2 24 28 | 8571
TOTAL 630 99 46 657 775 | 84,77

Table 2. Generation of pronominal anaphora into English. Evaluation phase
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