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STRUCTURAL TRANSFER RULES FOR ENGLISH-TO-KAZAKH MACHINE
TRANSLATION IN THE FREE/OPEN-SOURCE PLATFORM APERTIUM

Introduction

Translating natural text from English to a Turkic language such as Kazakh faces important
challenges:

On the one hand, the complex agglutinative morphology of Turkic languages is very different
from that of a fusional, morphologically not too complex language like English; an immediate
effect is the fact that correspondences can seldom be modelled as word-for-word translations. Even
if Turkic language morphology shows clear morphotactics (ordering of morphemes), its
morphophonology shows complex phonological changes to due to interactions between neighboring
morphemes (vowel harmony, sonorization, etc.) many of which are explicitly represented in
writing.

On the other hand, there are many differences between the syntax of Turkic languages and
English. Just to name a few: subject—object-verb order (compare subject—verb—object in English),
use of postpositions (compare prepositions in English), head-final syntax with modifiers and
specifiers always preceding the modified/specified (normally following in English), overt case
marking allowing for a rather free ordering of arguments (versus a more fixed order in English),
lack of definite articles (extensively used in English), verbal-noun-centered structures where
English uses modal verbs (must, have to, want to) or verbal-noun or verbal-adjective-centered
constructions where English has subordinate clauses using finite verbs with relatives or
subordinating conjunctions (the book which I read, the place where | saw him, before he came),
lack of a parallel of the English verb have, as used for possession, etc. For an account (in Russian)
of syntax differences between English and Kazakh, see TTeuepckux & Amanrensauna (2012).

When sufficiently large sentence-aligned parallel corpora are available (for instance, as in the
case of English to Turkish, see, for example, Tyers and Alperen 2010), statistical machine
translation (Koehn 2010) may be used to attempt translation from English into a Turkic language
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(in fact, statistical machine translation is currently offered by Google for two Turkic languages,
Azeri and Turkish). However, in the case of Kazakh, it would be very hard to put together the
necessary amount of sentence-aligned parallel text, and rule-based machine translation, in which
experts write up dictionaries and grammatical rules that are applied by an engine, emerges as a clear
solution; in fact, existing commercial systems for English to Kazakh (Sanasoft’, Trident®) all appear
to be rule-based.

We are currently engaged in building a free/open-source rule-based machine translation system
from English to Kazakh, and we are using the Apertium free/open-source machine translation
platform (Forcada et al. 2011, http://www.apertium.org) for various reasons. On the one hand, the
platform already contains free/open-source English morphological dictionaries and, what is more
important, Kazakh morphological dictionaries (Salimzyanov et al. 2013) which take care of all of
the morphotactics and morphophonology and provide a basic vocabulary; this allows us to
concentrate our work in two fronts: building the lexical transfer part, that is, a bilingual dictionary
(already underway) and building structural transfer rules (grammatical rules for translation), which
will be the subject of this paper. On the other hand, building free/open-source dictionaries and rules
for English to Kazakh means that they will be freely available,® for instance, to build translation
systems for other Turkic languages; this gives a strategic value to our work, as most of the structural
transfer rules will be ready for use with other Turkic languages with little modification or no
modification at all.*

The paper, which describes work in progress in the Apertium English-to-Kazakh structural
transfer, is organized as follows: Section 323 describes the free/open-source rule-based machine
translation platform, focusing on structural transfer. Section 0 describes the structural transfer rules
currently available to tackle the main syntactic divergences between English and Kazakh; section 0
describes some successful structural translations and some limitations, and, finally, section 0 gives
concluding remarks and outlines future work.

The Apertium platform

Apertium (Forcada et al. 2011, http://www.apertium.org) is a free/open-source rule-based
machine translation (MT) platform that was launched in 2005 by the Universitat d’Alacant. Though
it was initially aimed at translating between closely related languages, it was later extended to be
able to deal with unrelated languages. All of the components of the platform (MT engine,
developer’s tools, and linguistic data for an increasing number of language pairs) are licensed under
the free/open-source GNU General Public License (GPL, versions 2 and 3) and are available to
everyone interested in the website.

SL _ufdeformatter
text
morph. POS lexical lexical structural morph. post-
analyser tagger transfer selection transfer generator generator
;
text

Figure 1: A sketch of the Apertium workflow

http://www.sanasoft.kz/c/ru/node/47 (in Russian) http://www.sanasoft.kz/c/kk/node/53 (in Kazakh).
http://www.translate.ua/us/on-line; also through http://itranslate4.eu/en/
They already are: see a snapshot at: https://svn.code.sf.net/p/apertium/svn/incubator/apertium-eng-kaz/

0 The  Apertium  project has a  particularly  active  sub-project  for  Turkic  languages
(http://wiki.apertium.org/wiki/Turkic_languages), which has its own mailing list,
https://lists.sourceforge.net/lists/listinfo/apertium-stuff.

323

= O |0 [N



http://www.apertium.org/
http://www.sanasoft.kz/c/ru/node/47
http://www.sanasoft.kz/c/kk/node/53
http://www.translate.ua/us/on-line
http://itranslate4.eu/en/
https://svn.code.sf.net/p/apertium/svn/incubator/apertium-eng-kaz/
http://wiki.apertium.org/wiki/Turkic_languages
https://lists.sourceforge.net/lists/listinfo/apertium-stuff

Apertium-based MT systems are transfer systems implemented as text pipelines (see Figure 1)
consisting of the following modules:

1. A deformatter that separates the text to be translated from the formatting tags. Formatting
tags are encapsulated as ‘“superblanks” that are placed between words in such a way that the
remaining modules see them as regular blanks (for instance, tags in the HTML text | see <em>the
sky</em> are encapsulated as | see [<em>]the sky[</em>] and everything in square brackets is
treated just as regular blanks).

2. A morphological analyser, yielding, for each surface form (SF), for each lexical unit as it
appears in the text, a lexical form (LF) composed of: lemma (dictionary or citation form), lexical
category (or “part-of-speech”), and inflection information. For instance, the English SF books
would yield two LFs: book, noun, plural, as in | have bought some books) or book, verb, present
tense, 3rd person, as in He books a ticket). The morphological analyser executes a finite-state
transducer generated by compiling a morphological dictionary for the source language (SL).

3. A constraint-grammar (Karlsson 2005) module based on CG3 is used to discard some LFs
using simple rules based on context (this module is not depicted in the figure).

4. A part-of-speech tagger based on hidden Markov models (Cutting et al. 1992) selects one of
the remaining LFs. The statistical models may be supervisedly trained on an annotated SL
monolingual text corpus, or trained in an unsupervised way, either on an unannotated monolingual
SL corpus or using two unrelated, unannotated source language and target language corpora (as in
Sanchez-Martinez et al. 2008). The Apertium part-of-speech tagger can also read linguistically-
motivated constraints (much more rudimentary than constraint grammar rules in the previous
module) that forbid specific sequences of two LFs.

5. A lexical transfer module adds, to each source language LF (SL LF), one or more
corresponding target language LFs (TL LFs). This module executes a finite-state transducer
generated by compiling a bilingual SL-TL dictionary.

6. An (optional) lexical selection module (currently not active in the English—Kazakh system)
reads in rules that allow for the selection of one of the TL LFs according to context. When this
module is absent, the TL LF given as default in the dictionaries is used.

7. A structural transfer module processes the stream of SL LF-TL LF pairs produced by the
lexical transfer module and transforms it into a new sequence of TL LFs; a more detailed
description is found in section 0 as this is the main subject of this paper.

8. A morphological generator takes the sequence of TL LFs and generates a corresponding
sequence of TL SFs. The morphological generator executes a finite-state transducer generated by
compiling a morphological dictionary for the TL.

9. A post-generator takes care of some minor orthographical operations such as
apostrophations and contractions in the target language (this module is not used for English to
Kazakh).

10. Finally, the deformatter opens the square-bracketed superblanks and places the formatting
tags back into the text so that its format is preserved.

Structural transfer in Apertium

The structural transfer module in Apertium processes the stream of source-language lexical form
— target-language lexical form pairs (SL LF-TL LF pairs) and transforms it into a new sequence of
TL LFs after a series of structural transfer operations specified in a set of rules: reordering,
elimination or insertion of TL LFs, agreement, etc. Structural transfer rules have a pattern—action
form: when a specific (finite-length) pattern of SL LFs is detected, an action builds and generates
the corresponding sequence of TL LFs. Rules are applied in a greedy, left-to-right, longest-match
fashion. There are two main modalities of structural transfer. The first one (used for related
languages) generates the TL LF sequence in a single step. The second one (used in the English—
Kazakh system described in this paper) uses three stages to improve the granularity of structural
transfer rules (each one has its own rules file):

11 http://beta.visl.sdu.dk/cg3.html
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e A first round of transformations (“chunker”) detects SL LF patterns and generates the
corresponding sequences of TL LFs grouped in chunks representing simple constituents such as
noun phrases, prepositional phrases, etc. These chunks bear tags that may be used for inter-chunk
processing.

e The second round (“interchunk™) reads patterns of chunks and produces a new sequence of
chunks. This is the module where one can attempt to perform some longer-range reordering
operations, inter-chunk agreement, case selection, etc.

e  The third round (“postchunk”) transfers chunk-level tags to the lexical forms they contain
and whose lexical-form-level tags are linked (through a referencing systems) to chunk-level tags
(for instance, case determined for a noun phrase is transferred to the main noun), and removes all
grouping information to generate the desired sequence of TL LFs.

English-to-Kazakh structural transfer

This section describes the current structural transfer in Apertium-eng-kaz (revision 46018,
26.07.2013). English to Kazakh chunker rules (file apertium-eng-kaz.eng-kaz.t1x) are described in
detail in section 0. English-to-Kazakh inter-chunk rules (file apertium-eng-kaz.eng-kaz.t2x) are
described in detail in section 0. The English-to-Kazakh system has an additional clean-up stage that
takes care of the fact that Kazakh morphotactics, as defined in the Kazakh morphological
dictionary, contains optional morphemes: for instance, there is no singular morpheme or no-
possessive morpheme, but these are generated in the previous three steps. They are eliminated here.
Rules for cleanup have the same form as transfer rules for a related language pair (file apertium-
eng-kaz.eng-kaz.t4x).

The English-to-Kazakh chunker

As regards the first round of structural transfer (the “chunker”, rules written in the apertium-eng-
kaz.eng-kaz.t1x file), rules have been written to address some of the the main local morphosyntactic
divergences between the languages involved. The prototype is able to perform the local operations
necessary to adequately process short noun phrases, adjective phrases, verb phrases and
adpositional phrases (that is, prepositional phrases in English and postpositional phrases in
Kazakh).

Chunking rules, of which there are currently 60, identify six kinds of chunks and translate them
into Kazakh as much as possible, leaving some minor operations to be performed in later stages of
structural transfer (for instance, the case of noun phrases). Table Table shows a description of the
kinds of chunks found, with examples, and the chunk-level tags associated to them. The translation
of English noun phrases and prepositional phrases are given below as examples.

Table 2: Chunk-level tags currently associated to each type of chunk. Those marked with an
asterisk correspond to optional morphemes that will need special treatment in a cleanup module (see
text in section 0).

Phrase Description Examples of English chunks Chunk-level tags
detected
NP Noun phrase noun number*,  person,
determiner—noun pOoSsessor*, case

numeral-noun
adjective—noun
determiner—adjective—noun

VP Verb phrase finite_verb, do—not-—finite_verb number, person,
have—verb_participle tense/conditionality,
be—verb_gerund possessive*,
must—verb negation*

have_to—verb
want_to—verb
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Phrase Description Examples of English chunks Chunk-level tags

detected
PP Postpositional phrase (except| preposition—noun number, person,
genitive phrases ending in “-| preposition—determiner—noun possessor*, and case
INH I3 preposition—numeral—noun

preposition—adjective—noun
preposition—determiner—
adjective—noun

GenP | Genitive postpositional phrase|(same as PP, with “of” as| number, person,
ending in “-{N}{I}n” preposition) possessor*, and case

AdjP  |Adjectival phrase (except|adjective (none)
superlatives with “ex’) “more”—adjective

SupP | Superlative phrase (adjectival adjective “-est” possessor*,™ case
phrase with “en”) the—“most”—adjective

Translation of noun phrases

Consider the following example: the chunker identifies the English sequence the large book
(determiner—adjective—noun) as a noun-phrase chunk. It translates into Kazakh, and assigns it four
chunk-level tags: number (set to singular), person (set to 3rd), possessor (to be determined, as the
noun ximan ('b00K') could receive a 3rd-person possesive ending (kxita6s1) later if the context were,
for instance, the large book of animals, ayoapowviy yaxen ximaéwr), and case (to be determined as it
could be, for instance, accusative in | saw the large book, Men ynxen kimanmut kepoim ).

Translation of prepositional phrases

On encountering an English prepositional phrase, which has to be rendered in Kazakh as a
postpositional phrase, there are three possible outcomes:

(1) The prepositional phrase results in a simple postpositional phrase using the locative “-
(D} {A}”,* ablative “-{D}{A}n", etc., but not the genitive “-{N} {I} &
[PP [P in ] [NP the beautiful garden] ] — [PP [NP a0emi 6axwal [P -0a] ]

(2) The prepositional phrase results in a simple postpositional phrase using the genitive -Nln,
which will be marked GenP:
[PP [P of ] [NP the beautiful garden] ] — [GenP [NP a0emi 6axua) [P -noin] |

(3) The prepositional phrase results in a complex postpositional phrase based around a noun
such as acm, ycm, etc.:
[PP [P under ] [NP the garden] ] — [PP [NP [GenP [NP 6axwa ][P -usiy]] [NP acmoin]] [P -0a ] ]

In all three cases, the possessor tag of the chunk, which corresponds to the main noun in the PP
or the GenP has to be left open to being determined in later transfer operations (consider, for
instance, the case that the PP in the beautiful garden is part of a larger structure, in the beautiful
garden of the city, karanwviy 20emi 6axwacwinoa, in which the noun éaxwa 'garden’ receives a
possessive ending).

Translation of verb phrases

The mapping of English verb tenses onto Kazakh is not completely straightforward and is treated
in the chunker. Just to give a few examples, present simple and future are rendered using the same

12 Upper case letters in braces (such as {N}) represent hypothetical archiphonemes (actually archigraphemes) that are
realized as phonemes (actually graphemes) after morphophonological rules have been applied. For instance, in the
genitive ending “-{N}{I}x”, the archiphoneme {N} may be realized as T, x, or u and the archiphoneme {1} may be
realized as i or s depending on the previous phonological context. This is perfromed during morphological
generation (see section 0).

13 Treated as a noun phrase with an implied noun (“the largest [book]”)

14 {D} can be o or m, and {A} can be e or a, depending on the phonological context.
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tense in Kazakh (I play — Men otinaiimein,; 1 will play — Men otinaiimein); tenses expressing
continued activity, such as the English present continuous or past continuous (I am playing, | was
playing), have to be detected and mapped onto sets of two lexical units (Men ouinan sxcamvipmoin,
Men otinan omeipovim) Where the main verb is found in the -n participle form (ozinan), and a
suitable finite form (scamvipmoin, omoipowim) of an auxiliary verb (orcamoip, omeip) is used to
express number and person agreement™® (see Table Table) for details.

Table 3 Examples of tense mapping operations performed at the chunk level

English Example Morphemes Equivalent tense in Translation
tense Kazakh
Present | play otina + ti(a oOr e) <aorist> | AybICrajbl OCHI IIIaK, Men otinatimvin
Simple + <person> (changing present
simple)
Present I am |otina + n (win Or in) | Hak ocsl max Men ouHan
Continuous | playing <perfect participle> + | (now present tense) AHCAMBIPMBIH
olcamelp + <present> +
<person>
Past I was | ouna + n (vin Or in) | BypblHFbI OTKCH IIaK | Men ouHan
Continuous | playing <perfect participle> + | (past continuous) OMbIPObIM
omeip + O{l} <past> +
<person>

Verb-phrase chunks are also used to prepare translations not using a finite verb (but a nominal or
adjectival structure, often based on non-finite forms of verbs instead). For instance, for obligatory
English modal constructs (have to, must, need to, should) verb phrases made up of three lexical
units have to be generated, with a verbal noun, an adjective roughly meaning “necessary” (kepex) or
“proper” (orcon), and a form of the copula (absent in present tense); the subject receives the genitive
or dative case: | have to go — Meniy 6apyvim kepek, | need to go — Masan 6apy repex, etc.; see
these and other modal construction examples in Table Table.

Table 4 Translation of some English modal verbs

Construction | Example Morphemes Translation Gloss
Must | must go, | Men + -{N}{1}» <genitive> + 6ap | Menin My going
have to | have to | + -y <gerund> + -{I}m <1st person | 6apywvim necessary [is]
go possessive> + kepex <adjective> | kepex
Should | should | Men + -{N}{1}» <genitive> + 6ap | Menin My going
go + -{GHA}n <past gerund> + - | 6apzanvim proper [is]
{I}m <1st person possessive> + | orcon
eH <adjective>
Need to | need to | Men + -{G}{A}[n] <dative> + 6ap | Mazan 6apy | TO me, going
go + -y <gerund> + Kepek | Kepek necessary [is]
<adjective>
Want to | want to | Men + -{NH{I}#n <genitive> + 6ap | Meniy My going will
go + -{GKI} + -{I}m <lst person | 6apevim come
possessive> + xenr + -{E}o{l} | xeneoi
<past, 3rd person>

15 Actually, Kazakh language uses four auxiliary verbs: ocamwuip ('lie', used when the activity takes a long time),
omuwip ('sit', used when the activity appears to be done in a sitting position), myp (‘stand', when the takes a short
time), and orcyp (when the activity repeats regularly). Choosing the most adequate auxiliary verb is hard without a
semantic analysis, which is not easily available in Apertium. Our current choice (an approximation) is ocamueip
(‘'lie") for the present continuous and omuwip ('sit’) for the past continuous.
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Finally, as negative constructions in English contain more words than their corresponding
affirmative words, or may even use an auxiliary verb (as in do not, did not), they have to be
separately detected as verb chunks to generate the appropriate Kazakh negative forms (I play —
men ounavmoir; 1 do not play — men otnamaimein. For examples of other negative constructs, see
Table Table).

Table 5 Translation of some negative constructions.

Construction | Example Morphemes Translation Note
Present I am not|oura + n (wein oOr in) | Men ounan | In present auxiliary verbs
Continuous playing <perfect participle> + | ocamxan (>xatbip/oThIp) dO NOt have
(negative) ocamkan  ocoK  + | JiCOKnbIH a synthetic negative form.
<person>
Can | can not | Ouna + -{E} | Men otuinail
(negative) play <imperfect participle> | armaiimbin
+ an + ma <negative>
+ 1 <aorist> + mwbin
<1st person>

Verb phrases (VVP) are marked at the chunk level with person and number, both to be determined
and linked via references to the appropriate morphemes in the appropriate verb lexical forms. The
chunk-level person and number to be determined will be rewritten by the appropriate 2nd-level
(interchunk) transfer rules, and will be propagated to lexical forms at the 3rd-level transfer stage
(postchunk).

Other indicators that have to be made available at the chunk level are negation (for negative
verbs) and conditional (which will be handled as a tense). For instance, negation can be easily
determined at the chunking level when the English VP chunk contains not, as in 7 don’t play — men
ounamaumeir, but may need to be determined at the interchunk level in sentences having a non-
negative VP but a negative word like those starting with ew-, like | write nothing — men ewmnapce
arcazdatimorr, Which requires a negative form of the verb (-6a- in the example).

Translation of adjectival phrases

In Kazakh noun phrases, adjectives come before nouns and do not show any agreement with
nouns. Adjectives can also appear in separate adjective phrases. Here are some examples:

(4) The adjective alone, marked AdjP:

[AdjP beautiful ] — [AdjP 20emi]

(5) Comparative adjective phrases (English more + adjective, or adjective-[e]r); the Kazakh
translation chooses the comparative suffix “-{I}p{A} {K}”:

[AdjP more beautiful ] — [AdjP a0emipek]

(6) For superlative adjective phrases “the most + adjective” or “adjective-[e]st”, translation is
built using “en” + adjective:

[SupP the largest] — [SupP en a0emi]

[SupP the most beautiful ] — [SupP en yuxen]

As noted in §0, superlative adjective phrases have some properties of noun phrases (such as
receiving possessive morphemes when modified by a genitive phrase: the most beautiful of people
— adamoapowiy ey a0emici); one could say that they are treated as NPs with an implied noun.

English-to-Kazakh inter-chunk processing

The second round of structural transfer (the “interchunk” rules written in the apertium-eng-
kaz.eng-kaz.t2x file) is currently performed by a proof-of-concept set of 18 rules, representative of
following operations:

e Inter-chunk agreement (for instance, number and person agreement between subject noun
phrase and verb phrase): features to be agreed here are left undefined by the chunker; those that are
not defined at the interchunk phase are left for the post-chunk phases.
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e Assigning case to noun phrases (which are generated without case by the chunker): for
instance, accusative case for objects (I see the sky — Men acnanawl xepemin), genitive case for
obligatory constructs (/ have to go — menin b6apyvim xepex), dative case for the verb to need (I
need a book —Maran ximan xepex), locative case for possession (I have a book — Menne ximan
oap), etc.

e Reordering: placing of object before verb ( I[1] see[2] the sky[3] — Men[1] acnanowi|3]
xopemin[2]), placing of prepositional pharses before the verb (They[1] played[2] on top of the tree
[3] — Onap|1] azawmoy yeminoe[3] ounaowt [2]), etc.

The set of rules has to be extended, as many combinations of the above phenomena are still not
covered (for instance, there is no rule to obtain the right word order in | have to go to the university
—Meniy yHusepcumemxe 6apyvim 1<epei<).16

Some results, problems and limitations

The system described is not much more than a proof-of-concept system that still needs to be
extended to reasonably cover all transfer operations needed. Therefore, evaluating the output of the
system using customary evaluation measures such as BLEU (Papineni et al. 2002) is still out of the
question.

Instead, tables Table and Table show how our current prototype performs for some
representative structures covered by the transfer rules currently available (some of them discussed
above). As has been said above, are already at least two MT systems that translate from English to
Kazakh: Sanasoft's and Trident's, both of which can be used online (see Introduction for details);
therefore, we will briefly compare our results to those obtained by the commercial systems.

Table 6 Example machine translation output for some simple phrases and sentences.

Structure/problems English Kazakh Kazakh Kazakh
(Apertium) (Sanasoft) (Trident)
Noun phrases your two beautiful |cizoiy exi aoemi|Ceniy exi a0emi|cenaep eKi
gardens baxwanwlz OaKTapbIH. Tamaiia
Oakiajaap
Prepositional in the big city YAKeH Kanaoa Yaxen Kana YAKeH Kanaoa
phrases
Possessives the chief of the city | karaneviy Kanauwiy kocemi | Bac Kaaa
bacubvicol
On top of the tree of | xaza 3bIpbLIIAYBIK B  aaxkbIHABIP-
the garden of the 6akwacvinoy arai 0aK Kaja |KaJaHbIH
city A2auLbIHbIY 0aKIACHIHBIH
ycminoe aFalIbIHbIH
Adjective phrases | bigger YAKeHipeK Yaxen YJIKeH
Modal verbs | have to go Meniy  6apyviv | Men 6apuin | Masan 6apy have
Kepex KATBIPMBIH
JKYPMiH
| can drive Men  ocypeize| Men ooabin | Men ACypy
anamvlH KATBIPMBIH Oinemin
HCYP2I3in
KATBIPMbBIH

16 As chunks detected by the chunker are finite-length and inter-chunk rules also process finite-length chunk
sequences, it has to be noted that there will always be a limit to the scope of reordering or agreement rules.
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Concluding remarks and future work

The current prototype already successfully solves many cases of noun-phrase, verb-phrase,
prepositional-phrase, and adjectival-phrase translation (some actually better than the available
commercial systems), and contains a reasonable vocabulary for testing purposes, which
nevertheless still needs extending for real-world applications.

The following tasks have to be performed in order to have a working machine translation system:

e Completing the coverage of structural transfer rules and monolingual and bilingual
vocabularies so that the system produces a translation for at least 90% of the English words and
performs the basic operations to identify and process correctly short constituents (1-6 words).

e Releasing the resulting stable system as apertium-eng-kaz and disseminate it to the
interested parties to obtain feedback about its functioning. We can reasonably expect this system to
work better than the existing commercial systems in most aspects.

As a longer-range objective, and when a reasonably complete prototype is available, we will
tackle another interesting goal: the use of feedback from human input (for instance, in an interactive
machine translation system that provides completions to what the translator is typing).

Table 7: Example machine translation output for some simple phrases and examples.

English Kazakh (Apertium) Kazakh (Sanasoft) Kazakh (Trident)

| see the blue sky. |Men  kox acnanowi| Menode kox acnan kepin| Men kocindip —acnanobvi
KepeMmiH ACAMbIPMBIH KOpPEMIH.

You go to school |Ci3 mexmenke | Ciz mexmenke OapaAbIH ceHoep yupemy
bapacwis bapacviyoap

A book has been|ximan cizee|Kiman  6apuin  katbIp Kitam skibep- cenuepre

given to you bepinin 6on2an cizre 6epcin 001161

| can go to the| Men yw yaxen | Men three yaken | Men yuike oOeeen 6apy

three big shop OyKeHze bapa | mazazunee 00JIbIN | yiikeH OyKeH OiieMin
AnaMbIH ACAMBIPMBIH. HCYPMIH

The most beautiful| 6axwanoviy en | Kenmuistik 20emi 6ax awwvlx| En - mamawa 6axwanan

of  garden  is|ademici awwinadsr | Gap 001a0b! ANBLI-

opened

| see my car Men  menin owcenin| Men menin asmomobunim | Men 63IHIH
aemokenicimoi KOPIN JHCAmblpMblLH A6MOMOOUNLCHIH KOPEMIH
KepemiH

The famous doctor | karanviy  manviman| Amagmer  Oapicep — Kana|Kaianvly aTalbl QOKMOPbL

of the city is going |0apicepi  emxanasa | aypyxanaza 6apaovl aypyxamaea oeceH

to hospital bapwin Hcamoip HCUHANIAOBL

She eats Oz Orn eats chocolates kaum | On UWOKONA0OMapobl

chocolates  with | wokoraomapow Kanmnen sicetioi

sugar KanmmneH dceuoi
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Y. KAMAHYP, 5.3 AHIACOBA, 5.M BAUT'YIIIEBA

JLH. I'ymunes amvinoazel Eypazusa ynmmulx ynusepcumemi, Acmana, Kaszaxcman

KA3AK-ATBLIIIBIH-KBITAM JBIBBICTHIK CO3MITTH O3IPJIEY

Kazak tim Kazakcran PecnyOnukachblHBIH MEMJIEKETTIK TUIl PETIHAE €NIIH 1Kl KapbIM-
KaThIHACBIHAA FaHa €MeC, COHbIMEH Oipre XajblKapajblK OaijaHbIcTapia Jla KOJJIAHBLIYbl KEpeK.
Kaszakcran PecnyOnmkacel AyHUEXKY3UIIK KaybIMIAcThIKKa Oipire OTBIPBIT MEMJIEKETTIK TUIIIH
JaMy JeHreiliH OHbIH KapKbIHJIbI 3€pTTENyl MEH Ka3ak TUIIH OKBITY/BIH dJiCTepi MEH KypajaapblH
’Kacay HeT131H/1e JYHHUEKY3UIIK IeHreire )KeTKi3y/1l KaMTaMachl3 €Ty Kepek. ConppbIKTan na
Ka3ipri Tagaa TUIAI MEHrepyzAe, KONTiUIli KapbIM-KaThIHAC IaMbIFaH 3aMaHa KOMTiIAl IbIOBICTHIK
CO3IKT1 KYPY TEXHOJOTHSCHIH jKacay ©3€KTi OOJIBII OTHIP.

byrinri Tanzma ceiliey TEXHOJOTMsUIAPbIH KOJIAAHY apKbUIbI JBIOBICTBIK CO3JIKTEpIi ’Kacay
KapKBIHJIBI TYpJIe JaMbIN Kelesl. bipak onap Heri31HeH aFbUIIIBIH, OPBIC, KbITall koHE T.0. TUIIEpTe
OarpITTanFad. Kazak TijiHe apHaJFaH ’Kapam/ibl Coiyiey TEXHOIOTUsIapbIMEH jKacalfaH JIbIOBICTBIK
CO3IKTEP MOKTBIFbI Ka3aK TUIIH OyJ1 3aMaHayH JKETICTIKTEpAEH ThIC KaJIAbIpaibl.

Ocbl MaKcaTTa akMnaparThIK JKoHe OailylaHbIC TEXHOJIOTHsIAphl cajachl OOMBIHINA Ka3aK TUTIHAET]
TEPMHUHJIEP MEH OJIapJblH aFbUINIBIH, OPBIC kOHE KbITall TuinepiHzeri aynapmanapbiabiH 4000
Oipmik KeseMiHeri 0a3achl, Ka3akila ceillieyql cuHTe3aeyre apHainraH JudoH 0a3acel
KYPaCTBIPBUIBITI, KOT TUIAl JBIOBICTHIK CO3IIKTIH OHTOJOTHUSICHI, COHBIMEH KaTap, CO3/IKKE €HT13y
YIIIH  ce3lepAi TaHy >XOHE MABIOBICTHIK CO3MIKTErl Ce3/AepHli CHUHTE3Aey AIrOpUTMIEepi MEH
porpamMMaiapbl JKacalbl.

Kasipri ke3ze 0i31iH eniMizze OipHele eKTPOHABIK co3likTep Oap. bipak onapabiH imriHae ami
KYHre JediH j>KaHa AJIEKTPOHIBIK CO3MIKTEp/al KacayFa Hemece Oap JJIEKTPOHIBIK CO3MIKTEp.l
OHJIeYyre MYMKIHJIK OepeTiH  KOMIBIOTEpINIIK MporpaMma >KoK. benrim Oip camaga cesik
Kacaylibuiap 31 jKacaraH CO3IIKTIH 2JIEKTPOH/BIK YITICIH ally YIIiH oHE OHbl KEHIHEH TapaTyra
MYMKIHIIK OepeTiH TuicTi mporpamma koK. COHBIMEH Karap OCBIHAAW CO3MIKTEP/iH AaKbIPFBI
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