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Abstract When objects are represented by curves in a plane, highly useful in-
formation is conveyed by significant points. In this paper, we compare the use
of different mobile windows to extract dominant points of handwritten charac-
ters. The error rate and classification time using an edit distance based nearest
neighbour search algorithm are compared for two different cases: string and tree
representation.
Keywords: feature extraction, nearest neighbour, handwritten character recogni-
tion, metric space.

1 Introduction

One of the most useful and simplest techniques in Statistical Pattern Recognition that
can be used in a wide range of applications of computer science and technology is the
Nearest Neighbour (NN) rule. In this rule, an input pattern is assigned to the class of
the nearest prototype pattern. Examples of application of NN rule include handwrit-
ten/speech recognition, data compression [1], data mining [2] and information retrieval
[3].

If patterns can be coded in a vector space, methods based on the coordinates of
the representation can be applied. However, this is not the general case and often, only
methods that use a distance (and the metric properties of the distance) can be applied to
perform the classification.

A popular distance used in general metric spaces is the edit distance. The edit dis-
tance between two objects is defined as the number of basic operations (insertion, dele-
tion and substitution) needed to transform one representation into another. Depending
on the type of representation (for instance, strings or trees) basic operations are dif-
ferently defined. Each basic operation has associated a weight, usually identical for
insertion and deletion (WI =WD), and a third weight for substitution (WS) that fulfils the
following relationship:

WI +WD ≥WS

Different algorithms allow to obtain a good code representation of planar objects
[4,5,6,7]. These algorithms extract points from a figure that help us to obtain the features
to represent it. Some of them obtain a set of approximately equidistant points (EP) [8].
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Others algorithms obtain a set of dominant points with an irregular distribution (IP)
[4,5,7].

Classification using the edit distance and IP methods gives poor results (tested in
[9]). Improving classification requires the definition of a more complex distance that
takes into account the geometric distance between adjacent significant points.

In [8] two different representations of handwritten characters have been used: the
contour string and a tree of significant points obtained after using a modified thinning
algorithm [10]. The set of points obtained with the second method are almost equidis-
tant because each new point is obtained when a square window is moved a fixed distance
in the original image.

In this work we use a mobile circular window to obtain equidistant points for strings
and trees as representation of handwritten characters. The number of points in the rep-
resentation depends on the radius of the window. In section 2 we describe the method to
obtain the string and tree code. The edit distance used to compare these representations
is introduced in section 3. In section 4, the obtained results are listed while, in section
5, the concluding remarks are offered.

2 String and tree representation of characters

Here, two different representations of handwritten characters have been used. In both
cases, the mathematical morphology opening transformation reference are used to avoid
noisy pixels and to smooth the shapes of the characters.

2.1 Tree code

The Nagendraprasad-Wang-Gupta thinning algorithm modified as in [10] was applied
(figure 1b). The result image is transformed into a tree representation using the follow-
ing steps:

1. The radiusR is selected.
2. The first up and left pixel,r, is marked and assigned the tree root with a special

label “0”. Two empty pixel setsC, G and a pair pixel setT are created.
3. C←{r}
4. WhileC 6= /0 repeat steps 5-7.
5. For all elementst ∈C, collect in setG every unmarked pixels in the circumference

of radiusR centred in the pixel associate tot. Follow and mark connected pixels
until a pixel,g, is found with one of the following properties:
(a) the branch has the maximum radiusR (see figure 4);
(b) the pixel has no unmarked neighbours (terminal pixel);
(c) the pixel has more than one unmarked neighbour (intersection pixel).

6. Add toT the new branches(t,g) : g∈G. A label is assigned to the branch depend-
ing on the final pixel (g), relative position to the starting one1 (t).

7. C←{g} : (t,g) ∈G. Erase all elements fromG.
8. end repeat.

1 The 2D space is divided in 8 regions (figure 3).



9. returnT.

An example showing this feature extraction with character ’F’ is presented in figure
1.

2.2 String code

After the mathematical morphology opening transform usingn pixels 2 is applied the
following algorithm is used to extract the external contour of the character .

1. A radiusR is selected. Strings is empty.
2. The first black pixel,r, is searched with a left-to-right scan starting from the top.
3. Fromr and clockwise, the contour of the character is followed until a new black

pixel, t, is found. This pixel is the intersection between the contour and the circum-
ference centred inr with radiusR. Add to the strings the code of the direction3

(r, t).
4. If (t 6= last pixel)r ← t and go step 3.
5. returns.

3 Edit distances

A general tree edit distance is described in [11]. A dynamic programming algorithm is
implemented to compute the distance between two trees,T1 andT2 whose complexity
is in timeO(|T1|× |T2|×min(depth(T1) , leaves(T1))×min(depth(T2) , leaves(T2)))
and in spaceO(|T1|× |T2|).

Each basic operation has an associated weight with the following values, used in
[6]: substitutionwi j = min(|i− j| ,8−|i− j|) and insertion and deletionwI = wD2.
This distance is finally normalised with the sum of the number of nodes in each tree.

The cost values on the string edit distance are those used in tree edit distance. The
string edit distance can be computed in time inO(|x|, |y|) using a standard dynamic-
programming technique [12]. As in the tree edit distance, this final measure is nor-
malised, in this case by the sum of the lengths of the two strings.

4 Experiments

A classification task using the NIST SPECIAL DATABASE 3 of the National Institute
of Standards and Technology has been done in this work. Only the 26 uppercase hand-
written characters were used. The increasing-size training samples for the experiments
were built by taking500 writers and selecting the samples randomly. To perform the
NN search, the Approximating Eliminating Search Algorithm,AESA, has been used in
this work.
2 n is the smallest positive integer allow to have a external contour where all the pixels have two

neighbours.
3 There are eight neighbouring pixels that can be found (figure 1f and 1g), therefore, only eight

symbols can appear in this chain-code (see figure 3a)
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Figure 1. Example feature extraction (a) original image; (b) thinned image; (c) tree labelling
process; (d) image with problems to extract a contour string; (e) image right formed to extract a
contour string; (f) string labelled process.
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Figure 2. Example of extracted features from character in figure 1 (a) tree; (b) string.
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Figure 4. Example to get next candidates to create branches in structured tree extraction.

Figure 5 shows the comparison between the error rate in a classification task is
evaluated for different sizes,R, of the two types of windows: the square window used in
previous work[8] and a circular window. The figure shows the average error rate using
a training set of200samples per class. This experiment shows that the error rate grows
linearly with the radius of the circular window. However, for relatively small windows,
the error rate is smaller using a circular window than a square window.

Figures 6 and 7 shows the behaviour of the error rate and the classification time
when a circular window is used. In this case, different radius of the window (R =
1,2,4,8) with different sizes of the training set have been used for handwritten char-
acters represented as strings and trees.
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Figure 5. Results applying NN classification algorithm with different types of window approxi-
mation
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Figure 6. Results for NN classification withAESA search with tree representations of character
obtained with different sizes of the window as a function of different training examples size
belonging to26character classes: (a) average error rate; (b) average classification time.

In all cases the use of strings generates a lower error rate in the recognition task than
the use of a tree representation, although the classification time is higher. However, as
shown in figures 6 and 7 larger values of the radius of the window allow to reduce the
classification time at a little increase in the error rate.

On the one hand, the use of a circular window with the string representation im-
proves the classification error rate (compared to the tree representation) with a radius
of the window less or equal than4.

On the other hand, when the radius grows using a string code, the classification time
tends to be similar than that using a tree code.

5 Conclusions

In this paper we have compared the performance and the accuracy of a handwritten
recognition task using two different representations (strings and trees) obtained with a
circular window. Our experiments show that better results in a classification task are
obtained when a circular window with radius higher to one are used for a string repre-
sentation of the handwritten characters.
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